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Knowledge is power.

Sir Francis Bacon

(1561 - 1626)

translation from
“Scientia est potentia” in
“Novum Organum”, 1620

You can know the name of

a bird in all the languages of the
world, but when you're finished,
you'll know absolutely nothing
whatever about the bird... So let's
look at the bird and see what it's
doing -- that's what counts. |
learned very early the difference
between knowing the name of
something and knowing
something.

Richard Feynman

(1918 - 1988)






‘CONTRIBUTIONS I

In the context of the microelectronic circuits’ fabrication, the objective of this work was the
improvement of knowledge reuse. Therefore, the related knowledge management activities to
the fabrication processes are analyzed and improved.

First of all, an overview about Knowledge Management and its related problems and domains
is given. In particular, the relation between Knowledge Management to humans and the
context (i.e., work methods, environment, organization) IT is discussed.

Implementation problems of Knowledge Management activities and systems into enterprises
that need a human effort for the capitalization are discussed. Based on knowledge
management and business process management concepts, a general knowledge management
oriented analyzing approach, called PIFA (Process Information Functionality Analysis), is
proposed to understand and formalize the knowledge and information flow related to business
processes in the context of STMicroelectronics (STM) and its business rules, as well as the
functionalities done by employees involved in these processes. The analysis approach
delivers a knowledge and business process management framework for the conception and
implementation of IT-tools supporting the knowledge, information and process flow.

The PIFA-approach consists of three layers:

= The general basic layer of a Process flow delivers a process model of the analyzed
domain to build and formalize the dependencies between activities.

* The Information layer delivers an information flow model of the analyzed domain and
allows constructing a domain ontology. Furthermore, the analyzed information flow
will discover the information flow between tools AND people, between people AND
people and between tools AND tools. Additionally, the goal of the information flow is
to identify the three main phases of different knowledge management models (Create,
Diffuse and (Re-) use and to associate it with the process flow.

» The third layer analyzes the Functionalities done by an employee involved in the
business process. The goal is to identify these associated functions to the process and
the information flow, analyze current problems and propose improvement
possibilities. These improvement possibilities are important to overcome the possible
human resistance against knowledge capitalization.

Even if these layers of analysis seem to be separated, the basis is the employee and his or her
work related to these three levels (process-, information and function layer).

Furthermore, the use of ontologies could be applied. Today, a domain ontology represents a
specific point of view of one domain. In transversal processes (analyzed by PIFA), different
domain ontologies could be used, depending on the involved organizations in the process.
Therefore, current ontologies could be re-used and integrated in one process ontology,
describing the relations between the information in a process. By integrating current
ontologies into a unique ontology, the specific domain knowledge will be conserved and
could be re-used to minimize the annotation efforts, as well as to minimize the effort of
ontology maintenance, as changes in the origin ontology will also impact the new built
process ontology.



The PIFA three-layer framework architecture allowed the analysis of the existing knowledge
and process flow for the experiment processes at STM and also formalized needs and
requirements for a better process, information and knowledge management support.

Based on the analyzed requirements via PIFA, an IT tool is proposed, called EMA
(Experiment Management Application), for better management and exploitation of processes
and its associated written information content in teams, within processes (over-
organizational-barriers sharing) and between processes (over organizational barriers).

Indeed, actors need further support to exploit written information content to produce new
knowledge in a more effective way and with higher quality. Current applications at STM,
used in the domain of experiment management, don’t capitalize enough information related
to the fabrication process and a reuse isn’t easily possible. They capture only positive results
used to make an official change requests and track these changes of the fabrication process.
With the EMA tool, information structuring and its association to processes and actions are
supported via IT. The capitalized knowledge must respond to an identified user need,
formalized by PIFA. The integration of capitalization is incorporated into daily work
activities with the aim of obtaining intermediate results and therefore an intermediate return.
The produced knowledge is therefore available for immediate use in the same process as well
as in different processes. Furthermore, it is also available for future processes. In order to
support the process flow and the reuse of knowledge, four modules are proposed:

* A modularization and aggregation of information where the information visualization
is adapted to a type of use instead of visualizing all produced information.
Furthermore, a user has the possibility of access to all capitalized information during
the process. A user has also the possibility of storing information related to his
functions and annotates its work via predefined concepts or free-text annotations. In
addition, information is stored and saved for further use.

* A dynamic retrieval and visualization module where the user has the possibility of
access to the produced information. The retrieval interfaces are built dynamically
according to the already stored and used information for annotation.

= A process-flow follow-up interface that could be adapted by each user to follow-up on
different processes of his or her team, project members or interesting project.

= A reuse functionality where the user has the possibility of assembling existing
information and new information to do a similar experiment based on already done
experiments.

The PIFA approach, applied to the context of experiment management at STM, delivers a
model for the experiment process execution that is supported by the EMA tool. This tool,
currently used by 300 employees, could be considered as one of the proofs that PIFA detected
the needs and requirements for the experiment management.

In conclusion, a framework approach for the combination of knowledge management and
business process management is proposed in this thesis, as well as its implementation in a
given context. The PIFA approach structures the process and information flow and their
associated functions, and therefore helps to capture the practices, needs and requirements of a
specific context. Furthermore, it supports the definition of a tool for a better process and
information management as well as a better information exploitation of written information
content.




‘READING PLAN I

Often, scientific work is done according to the following schema: Literature acquisition, Case
study, Solution Proposition, Test & Validation, Generalization and Perspectives.
Nevertheless, an industrial thesis starts with an industrial need for a given industrial context
that can’t be solved with traditional approaches.

Therefore, the TRIZ [Altshuller, 1999] approach to solving technical problems seems to be
appropriated to be applied on the context of industrial problem solving with scientific
approaches:

Genrich S. Altshuller, the father of TRIZ, characterizes its approach as follows:

Problem identification and formulation
Concept generation and comparison
General solution

Specific solution embodiment

AwnhE

Furthermore, he gives suggestion for the application of TRIZ:
= be a systematic, step-by-step procedure
= be a guide through a broad solution space to direct to the ideal solution
= Dbe repeatable and reliable and not dependent on psychological tools
= be able to access the body of inventive knowledge
= be able to add to the body of inventive knowledge
= be familiar enough to inventors by following the general approach to problem solving
as illustrated in the following figure:

1000s of
Engineering
problems

1000s of
Engineering
solutions

.“ El.

General TRIZ > General TRIZ
Problem Solution
‘ Systematic Innovation
path
(brainstarming, lateral
FProblem thinking, etc.)
translation
Y
Specific Design Specific Design

Traditional

| |
i |
1 |
1 |
1 |
: |
]

! Problem 1] — Solution !
|

] |
: methods path :
: (brainstarming, Iateral i
! thinking, etc.) 1
i

Current Innowation path

Figure 1: The TRIZ approach for technical problem solving (cf. 4 phases) [Altshuller, 1999]



According to the TRIZ approach, this work is structured in 6 main chapters:

Introduction

Context, problem, needs and current solution analysis

Literature acquisition and comparison of existing concepts and scientific solutions
General solutions: PIFA approach

Applied industrial solution : EMA

Conclusion and Perspectives

S S

In the first chapter, a brief introduction about information and knowledge management, their
importance and difficulties is given.

In the second chapter (“Context, problem, needs and current solution analysis™), the context
and industrial needs at STMicroelectronics for the experiment processes of lot fabrication are
explained. Furthermore, current methodologies to support knowledge management activities
during the experiment process are observed and evaluated. In addition, a closer look at
existing tools supporting and handling written information content and sharing is done. This
analysis confirms that the exploitation of written information content plays a significant role
in the execution of processes; however, a successful combination and implementation could
hardly be done with standard industrial approaches and solutions. This analysis leads to the
description of the problem and its associated needs.

In the third chapter (“Literature acquisition and comparison of existing concepts and
scientific solutions”), a closer look at existing concepts and specific characteristics of the
domains “Business Process Management (BPM)” and “Knowledge Management (KM)” is
analyzed. The relationship between Knowledge Management (KM), Information Technology
(IT) and humans, as well as human resistance and change management are discussed.
Furthermore, types and characteristics of business process management are presented and the
problems of handling dynamic processes. In particular, existing concepts and analysis
methods and approaches for “knowledge intensive business processes” are discussed and
evaluated and allowed expressing the general and abstract problematic of this work.

In the fourth chapter (“General solutions:_PIFA approach”), the PIFA approach is discussed
to analyze and formalize needs and establish a work methodology for daily work activities by
combining knowledge and process management activities. To this end, the PIFA approach
proposes three different levels:

= The process level that supports the formalization, analysis and generation of a generic
process flow model.

» The information level that observes how information is used in order to merge the
right information to the right actions, and to establish a process domain ontology for
the annotation of produced process information in order to facilitate the re-use
backwards and between processes.

» The functionality level that analyzes the requirements for the execution of employees
functions and gives improving possibilities.

In the fifth chapter (“EMA: Applied industrial solution”), the conception of the Experiment

Management Application (EMA) based on the PIFA approach is discussed. EMA is a tool
that supports the process and information management of the experiment processes. The
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implemented work methodology integrates the Knowledge Management activities in daily
process work activities. The EMA tool, supporting this new work methodology, is therefore
integrated into the current IT structure and can be considered as a “Meta-Crawler” by
retrieving information from existing tools. Furthermore, problems of the change management
and implementation, as well as a return of experience, are discussed.

This tool is currently used by 300 employees. After a test phase, the tool was fully deployed
in June 2006. Between June and October, 216 experiments were launched and impacted 533
lots for 484 concerned operations. 1280 different manipulations were managed through this
tool.

In the sixth chapter, a general conclusion completes this work and discusses limits and
perspectives of PIFA and EMA: PIFA is an approach to analyze processes and related
knowledge flows and should be applicable on different domains and contexts. EMA is a tool
that is based on the PIFA results applied on the context of STM and covers therefore
especially these specific needs.

To sum up, the following figure gives a synthetic overview of the different chapters.
The TRIZ-structure (according to the TRIZ approach in figure 1) of the following figure
represents the structure of this work.

On the left side (chapter 1, 2, 3), a context analysis and explication is given as to why
direct industrial solutions are not completely successful. Based on this analysis, a problem
literature acquisition and discussion followed that helped to clarify the problematic problem
and define abstract general needs.

On the right side (chapter 4, 5, 6), the solutions are proposed. First of all, the PIFA
solution is discussed. In order to deepen the identified and proposed concepts with a real case
study, the EMA tool and its conception supported by PIFA is discussed.

3 4
Prohlematic, General solution:
Existing concepts PIFA
,, 1 N
Introduction I Froblem, need, | R _[Industrial Solution: Conclusion
context EMA

Figure 2: Reading plan based on the TRIZ approach

The application and industrial context is the microelectronic domain where a specific
vocabulary is used. Italic, underlined words in this work are explained in the glossary.
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‘1 GENERAL INTRODUCTION I

7} 4%9 This chapter gives a general introduction about
L PIFA this work. Knowledge Management is related to

T) *Tj i \%5) ! % Information Technology (IT) and Knowledge

Management approaches should improve,
manage and filter the information overload.

Our society changed from being an industrial society to being an information society.
Knowledge became the key economic resource, as Drucker points out:

“The basic economic resource - the means of production - is no longer capital, nor natural
resources, nor labor. It is and will be knowledge.”” [Drucker, 1993]

Particularly in the semi-conductor domain, a very fast changing environment, where products
change and could quickly become obsolete, resource knowledge plays an important role: The
percentage of classical raw material decreases more and more as compared to the used
knowledge as a resource for the production. Moreover, according to Bullinger [Bullinger,
2004], the production costs in the microelectronic domain are correlated with the resource
knowledge up to 70 % (due to R&D activities), compared to 12% with the classical factor
“man power”.

Knowledge is based on information (cf. section 3.2.1) and information production has grown
faster and faster in the last few years. Berkeley studies in 2000 and 2003 (“how much
information?”) [Berkeley, 2000], [Berkeley, 2003] detected a

“heavy information overload and fast growing: the world's total yearly
production of print, film, optical, and magnetic content would require roughly
1.5 billion gigabytes of storage in 2000 (Equivalent of 250 MB per person for
each man, woman, and child on earth) [...]. The latest study into information
growth estimates that 5 exabytes of recorded information were created
worldwide in 2002 (equivalent to 800 MB for each person on the planet). [...]
Printed documents of all kinds comprise only .003% of the total. Magnetic
storage is by far the largest medium for storing information and is the most
rapidly growing, with shipped hard drive capacity doubling every year. [...] It
is clear that we are all drowning in a sea of information. The challenge is to
learn to swim in that sea, rather than drown in it. Better understanding and
better tools are desperately needed if we are to take full advantage of the ever-
increasing supply of information....”

New tools are needed, but at the same time, the failure rate of IT projects is astounding. A
study in the USA found that 31 per cent of software projects will be canceled before
completion, and more than half the projects will cost an average of 189 per cent of their
original estimates [StandishGroup, 1995]. According to Boehm [Boehm, 1981], the causes of
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the failure are related at 56% to the need analysis. Latest studies [InterchangeGroup, 2002]
confirmed these figures: “Unclear or incomplete definition of the business requirements is the
greatest contributor to project failures. Moreover, these same figures were also heading the
polls in surveys 20 years ago”.

Coding
7%

Others
10%

Needs
analysis
56%

Conception
27%

Figure 3: Causes of IT project failures [Boehm, 1981] confirmed by [InterchangeGroup, 2002]

Furthermore, Business Process Management and its support by workflow tools have
become increasingly important. During the execution of business process, knowledge is
produced and used in order to build a final product or service. Processes are executed in
parallel. These parallel processes could profit from knowledge management approaches in
order to share and reuse knowledge.

Consequently, this thesis combines the aspects of knowledge and business process
management according to the characteristics of the microelectronic domain. The experiment
control processes at STMicroelectronics (STM) are analyzed, as well as existing
methodologies and tools (chapter II). The goal of the work is the re-use of knowledge
produced during the execution of these processes. Therefore, a closer look is taken at current
knowledge management practices and concepts, as well as at current Business Process
Management practices and the combination of both domains (chapter III). These current
needs and requirements descriptions allowed the development of an analysis approach (PIFA)
to formalize the requirements and needs for a more successful analysis of knowledge and
process activities (chapter IV). The application of this analysis on the experiment processes
SWR at STM allowed the formalization of the necessary aspects of designing an IT-tool
(EMA) supporting the knowledge-intensive experiment process at STM. This tool was
implemented and has currently been in use by 300 employees for 4 months (chapter V). This
implementation allowed the detecting and finding of further research possibilities for the
improvement of PIFA (chapter VI).
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2 CONTEXT AND PROBLEM ANALYSIS I

3

Problematic,

Existing concepts

4
General solution:
PIFA

!

1
Introduction

a1
Problem, ne
context

ed,

5
1, Jindustial solution:
EMA

6
—| Conclusion

This chapter gives a context and problem
analysis of the industrialization processes at
STMicroelectronics. These processes relate the
conception with the production and are
transversal new fabrication

and produce
information.

2.1 Introduction

The industrial application of this work’s knowledge management approaches was made in a
case study at STMicroelectronics (STM) (cf. a presentation of STM in appendix 7.1 and a
presentation of involved departments in this work in appendix 7.2. In fact, the work was
initiated by STM to improve knowledge management' (KM) activities and the objective is to
increase the reuse of existing knowledge during the conception process of new technologies.
The first approach was therefore to find an application environment where knowledge
management activities could be improved. Context analysis and observations led to the
experiment control process (SWR — Special Work Request), which is one of the core
processes to validate the conception of new technologies. Theoretical ideas are immediately
tested in the microelectronic domain by a practical experiment. New knowledge about the
fabrication is therefore produced, examined and validated via a practical experiment.

In this chapter, the microelectronic industrial context and its characteristics are analyzed.
Furthermore, the fabrication process of microchips is briefly explained and in particular the
SWR process is detailed and analyzed.

Additionally, current solutions (work methods, practices and tools) designed to optimize
knowledge management activities and process management practices, their related needs and
problems are characterized. Based on these characterizations, the relations between the
produced and used information and its associated processes are examined.

This primary analysis abstraction led to a reflection about identifying the places of
knowledge management improvements. Based on the described facts, the industrial problem
is explained, which should be solved via the TRIZ approach in this work and which initiated a
deeper reflection on scientific concepts and works.

2.2 Specifics of the microelectronic domain

The microelectronic domain is a rapidly changing domain where technologies become more
and more complex and could soon be obsolete as new technologies appear. In the following
sections, the microelectronic domain is explained.

! Before discussing “Knowledge Management” in chapter 3.2, the “wikipedia” definition is used: KM refers to
the range of practices and techniques used by organizations to identify, represent and distribute knowledge,
know-how, expertise, intellectual capital and other forms of knowledge for leverage, reuse and transfer of
knowledge and learning across organization.
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2.2.1 Specific organization aspects of the R&D and the conception process

One of the specificities of the microelectronic domain is that the products become
increasingly complex and require the integration of diversified functions on the same chip,
causing more and more options for design and manufacturing. This complexity extends the
development time of the technological platform and implies the development of new
manufacturing methods as well as design tools to take advantage of these new capacities. A
technological platform - often called “technology” - represents the core fabrication process to
produce microchips that contain basic components such as transistors or memories with a
specific size. The innovation rhythm in the semiconductor industry demands a new
technology every 2 years, meaning that a new development process is therefore launched
every 2 years [Jovanovic et al., 2002]. The elementary components (transistors, memories,
etc.) are 30% smaller than those of the preceding technology generation. The transistor size
changed from 180 nm to 120 nm, then to 90 nm, and has now decreased to 65 nm. At the
same time, the design of a technology is more time consuming, implying that an N+1
technology has to be launched before technology N has been finalized. A technology
platform is therefore composed in the fabrication process (called route) and the specific
design that represents the number of transistors or memaories on a chip to produce a specific
microelectronic product.

Due to the increasing complexity of the technology, three major aspects changed in the last
few years to limit a deadline drift for the platform development as illustrated in figure 4:

e Continuous time compression of the technology platform development process

As technologies become increasingly complex and the variety of technology options
becomes larger, in order to cover the specific client needs, the development of the
conception process takes more time or needs more resources. To guarantee the launch
of a new technology every 2 years, the conception processes will be analyzed and
optimized in permanence. The conception process also includes the development of a
fabrication process for the new technology. Therefore, fabrication processes are
permanently analyzed and optimized. An optimization could be the use of a more
efficient machine (less time consuming, higher capacity, etc.), a new raw material
(new cheaper material, less consuming material, etc.) or a new fabrication recipe
(new fabrication process step).

e From a sequential engineering towards a concurrent engineering
Even if the previous technology hasn’t been finalized yet, the following technology
development will be launched. As the fabrication processes of the two technologies
have some aspects in common, changes that will be made for one technology could
also impact the other technology. Therefore it is necessary to exchange information in
this concurrent engineering environment between the different technology generations
during their development.

e Dependencies between resources and development problems and gains

As different technologies will be produced at the same production line, they will be
produced on the same machines and production capacities will be shared:
Additionally, as some technologies have common aspects as functions, memories, etc.,
some fabrication conditions on a machine (called operation) could be similar or even
the same. The result of the concurrent engineering is therefore that changes for
technologies (an operation or a machine) could impact the fabrication of more than
one technology.
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Therefore, generation development must be agile in order to adapt and learn from
experiments of other technology generations [Busch et al., 2005a]. Specific machines and
fabrication methods are only used for a short time. During the lifecycle of a technology, the
fabrication process can be changed and adapted to the new conditions, meaning that even a
“stable” industrialized technology fabrication process for industrial products will be changed.
Validated new fabrication conditions for a technology can also be beneficial for an older one.
Changing conditions could affect different technology generations. Therefore, it could be
beneficial to initiate and improve the information sharing between technology generations.
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Figure 4: Impacts of concurrent engineering for the technology development process

The conception process to develop a final industrial technology (technology platform and
technology fabrication process) takes an average of 5 years. As shown in the figure above,
technologies are launched in parallel and a technology generation is sub-divided into three
teams:

» R&D? process development team that designs a new fabrication process
= CAD?® development team that designs the logical and memory functions of the chips
» DYE’ engineering team that industrializes the products

The indicated three teams (R&D process development, CAD development, DYE Engineering)
interact with each other to guarantee the profitable development and industrialization
feasibility concerning the following points:

2 R&D: Research and Development
> CAD: Computer aided design: in STM context: design tools and development
* DYE: Device and Yield Engineering
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Reliability in determining product characteristics (R&D process development)
Feasibility of technology’s realization (R&D process development)

Design tools and development (CAD development)

Industrialization of a technology, ever-increasing quality and improvement of
manufacturing processes (DYE Engineering)

As technology generations are developed in parallel, the given fabrication context concerns
all current technologies as explained below:

0 Operation - a fabrication process (fabrication route) determines the way a
technology and its products are fabricated. A route is therefore structured in a
specific execution of operations. Each operation determines the conditions for a
process on a specific machine of an area. The routes for different technologies and
products aren’t completely disjunctive. Therefore, the same operation could concern
different technology fabrication processes, even if a fabrication route is specified for
each product of a technology and contains the sequence of operations to produce this
specific technology product.

0 Machine - a microchip is produced on different machines. Therefore, the same
machine can also be used to produce different products and technologies. Changes
on a machine can also impact different technologies.

0 Technology - two different technologies can have common aspects as the same
operations and machines used can be used for different technology fabrication
processes. Changes for one technology could therefore concern other technologies.

In the clean room — the fabrication chain- the microchips are produced on silicon wafers. 25
wafers are batched in a @ — a box that circulates between the different machines.

2.2.2 Specifics of the conception process

One of the microelectronic specificities is the number of interactions between the conception
and the fabrication process during the development: Once a new concept idea is determined
by mathematic models or theoretical reflections, it will immediately be tested to validate the
idea and verify the industrialization capability. Therefore one or more wafers will be used to
test the new fabrication process conditions depending on these new ideas. The results will
determine the following steps in the conception progress and show capability limits for the
technology platform development.

The following figure shows a silicon wafer (on the left side) used to produce the
microelectronic circuits (on the right figure) on it. The fabrication process is composed of
different operations; i.e., the operation “photo mask” during the process (figured in the
middle) consists in “burning” a picture of the desired connections between different
transistors (functions) of a microelectronic circuit layer on the silicon wafer for each circuit.
A distinction is important between design conditions (i.e., the type of mask or layer image to
burn on the silicon wafer) and process conditions (duration, light intensity, etc., to guarantee
an optimal image on the wafer).

> English: Batch, A number of wafers processed as a group. The French word “Lot” is used even in English
expressions at STM.
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Figure 5: Wafer, photo fabrication process and microchip

Several technology fabrications need up to 214 different operations to build up the final
product and the fabrication can take up to 7 weeks.

The basis layer of a circuit contains the different transistors to guarantee a certain
performance of the chip: memory, speed, etc.

The upper layers contain the connections between the transistors to connect different
transistors to guarantee the logic functionalities of a circuit. This principle is illustrated in the
following picture (see figure 6), showing a microchip in a cross-section representing the
different layers of a microelectronic circuit:

Figure 6: Cross-section of a microchip

As shown, the layers are very similar, but the connections are different for each layer. This
implies that the process conditions of an operation are the same or very similar, and only the
design conditions (type of mask) change for each layer.

Infact, in the cleanroom, there are only 6 different fabrication areas. Each area executes a
specific process operation.

The lots circulate in the cleanroom between the different areas. There is no fixed physical
fabrication chain to coordinate the lots” way. Two lots in the same area, physically waiting to
be processed on the same machine, could be on the 100™ fabrication operation, representing
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the 2™ layer, and another lot could be on the 180™ operation to produce the 5™ layer. The
circulation between the different areas is coordinated via a manufacturing execution system
(MES). This system contains and coordinates the fabrication route for each lot. The operation
used in a route is unique and valid for all routes. The operation numbers vary from 1000 to
9000.

To validate new ideas and test new fabrication conditions, experiments called SWRs (Special
Work Requests) are carried out.

2.3 The experiment conception control process: Special Work
Request (SWR)

2.3.1 SWR description

As already mentioned, in the microelectronic domain theoretic conception ideas are
immediately tested through an experiment. Therefore, an experiment request will be written
and executed to test the new fabrication conditions. The request for a fabrication process
experiment is called a Special Work Request (SWR).

Once the involved people have discussed and validated their ideas (in formal and informal
exchanges like meetings, email, presentations, etc.), they determine the process fabrication
conditions that will be tested on the machines.

No formalization of the SWR process exists. It seems that the process is a very short process
with only a few actions and therefore no formalization is needed. It can be considered as
shared implicit knowledge about the process execution.

To clarify the process, interviews were done with involved process actors to formalize the
process and to understand the responsibility of each actor, as well as the work method used to
execute the process. The interviews were done with 5 engineers (SWR process owner) and
each took between 30 to 60 minutes.

The analysis showed that the experiment request produces a SWR document. Based on this
document, the experiment is executed with specified conditions for the operations. At each
requested operation, a manipulation of the fabrication process is done. Intermediate results,
such as measurements, are produced and written down in results documents. The third action
is the analysis of the experiment. The result and the analysis is written down and stored
within the SWR document.
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Figure 7: Special Work Request (SWR) - experiment process

1. Action: Request = document: request document, actor: DYE, R&D
2. Action: Experience = document: results documents, actor: Area, Production
3. Action: Analyze = document: final SWR document, actor: DYE, R&D
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The first process analysis showed that the process has three main phases. As the experiment
process is related to the production process, the process could change due to occurred
problems. Therefore, the process or some actions have to be executed again as shown in the
figure above. Therefore,

= following actions,
= process duration,
= or the number of concerned operations and involved persons

could change during the process execution and depend on the obtained intermediate results
and on the related production process. These experiments could be considered as agile and
dynamic processes that have to be adapted to local and current process environments.
Nevertheless, the experiment process can be considered as linear as there is always the same
action flow that will be executed; but “back loops” are possible to redo the same work with
other conditions. On the other hand, the action “experiment execution” has a lot of process
branches in parallel, depending on the number of concerned experiment operations, and
therefore also on the number of involved persons (same action for different actors).

The illustrated SWR process on figure 7 flow is the 4™ part of the context description (see
figure 4) and explains the manufacturing part of the technology fabrication. Changes of the
fabrication process could be initiated by a R&D or a DYE engineer, an area engineer will
configure and prepare the machines for the experiment and the cleanroom operator will
execute it.

The SWR document is based on a template that could be divided into three different parts as
described and illustrated below:

AYJ
SWRN°: 212175
Issued Date: Last Update
From: DYE engineer To Area engineers
5. W.R OBJECT: Qualification for lot technolegies X amd T General experimem
Experiment Parpose: 1 H
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Figure 8: Special Work Request (SWR) request document

The first part (categorization) can be considered as a standardized description where the
SWR process will be characterized by predefined categories and values, such as i.e. “nature”
or “purpose” classification. Additionally, free text descriptions help to refine the goal of the
experiments as well as expected problems, etc.
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The second part (experiment information and process) contains the “Split Matrix”. The
concerned operations of a fabrication process are listed in this matrix with their conditions
that are tested. The matrix represents on one hand the physical experiment condition for each
operation (experiment information), as well as the experiment process, as it determines how
many people are involved in this experiment, as one area engineer is responsible for one
operation.

The third part (experiment results) of this document represents the result of an experiment
such as measurements, yield analysis, etc., to approve or disapprove the tested fabrication
conditions.

The experiment process and the number of involved actors depend on the number of
concerned operations. This is between 2 and 15.

If problems occur, such as a lot ScraQ6 or bad intermediate results as particles on the wafer, or
significant differences between measurement and expected results, etc., the experiment will
be executed again. Therefore, cycles in the process execution exist. The duration of an
experiment can’t be determined. In the best case scenario, it takes as long as the lot
fabrication of 7 weeks and the time for the analysis of one week. But if problems occur,
experiments could take more than 1.5 years as processes could have different cycles.

The management of the SWR experiments is described in the following section.

2.3.2 SWR process execution description

The completed interviews allowed understanding and following-up the practices done to
execute the SWR process. The current process practices are described in relation to the three
action types (Request, execution, analysis) identified in the previous section.

2.3.2.1 Experiment Request

The experiment requests are discussed during meetings and sometimes have to be validated
by the management and other organizational procedures before they will be executed. The
SWR document will be written as a work document based on the SWR template, where the
goal of the experiment, the split matrix, etc., are defined. Then information from the MES
about current lot in the cleanroom will be consulted and lots will be reserved for the
experiment. To reserve a lot for an experiment, on one hand, the lot will be held at the
concerned operation for the experiment in order to treat the lot with the experiment
conditions instead of the standard operations conditions of the associated route. Secondly, an
Excel table is used to fill in all used lots. Before attributing a lot to an experiment, the lot
number has to be compared with the existing lot numbers in the table. Another excel table is
used to obtain an incremental SWR number for the new experiment. In this table, some
keywords, the involved areas and the purpose must be explained. Furthermore, each actor has
a Word document or excel table to manage a process’ follow-ups about current lot positions,
executed actions, etc. This document is also updated and the written SWR document is

® A decision statement that a product that does not comply with the legal, statutory, contractual, technical
requirement etc., cannot be used or recovered after reworking and must be destroyed.
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distributed by email to all involved actors who are directly concerned and who might be
interested, and the actors who will interpret the requested experiment.

2.3.2.2 Experiment Execution

Each actor is interested to view the information concerning his work: i.e., each area engineer
is responsible for one operation and needs the information about experiment conditions for
this operation. This can be considered as filtering the non-useful information or as an
information access according to a specific point of view, as illustrated in the following
figure:
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Figure 9: Information synthesizes based on different point of views

As shown in the figure above, an actor may only be interested, for example, in information
parts 17 and 12 and will ignore the other information. In large documents, it will be difficult to
access the pertinent information.

Based on this information, experiment instructions are prepared. The requested experiment
conditions are complemented with recipes and machine information for the concerned
operation. For each lot and each operation, instructions are generated. Some areas use
spreadsheets to re-create a split-matrix concerning only one operation and one lot. Therefore,
the same information is copied several times into different spreadsheets as illustrated in the
figure below (figure 10).

Other areas don’t use standards or templates: the information is copied in one excel document
that contains all experiments with the associated instructions and concerned operations. Some
areas transfer the instructions directly by email or over the phone. The generation of one
instruction document per lot and operation is illustrated on the following figure:
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Figure 10: Information transfer from the SWR document to the experiment executor

Furthermore, the hold positions for the lot in the MES are verified.

Once the lot has been treated and the experiment is executed, results reports are written and
will be sent to the DYE engineer. The produced information can be written in a new
document as well as written in the received SWR document, which will be updated with the
new information.

To sum up, every actor has a different competence and a different perspective in the process
flow and therefore on the process and the process information. Actors base their work on the
SWR document, but will apply or reuse only the information concerning their action.

2.3.2.3 Experiment Analysis

The results on lot treatment will be collected by the DYE engineer. He will interpret the
several different results in order to determine if the experiment was positive or negative. If
the results were positive, a final document about this positive conclusion will be written.
Then the results are distributed by email to the involved actors, and stored on the shared file
server or intranet portal. Furthermore, to adapt the technology route to the new fabrication
conditions, a procedure will have to be completed in order to change the fabrication process
definitely for the concerned technology. Therefore, an ECN (Engineering Change Notice)
tool will be used. Information (redundant to the SWR document, like purpose, technology,
operation) is filled in to initiate a change request.

These three phases are supported by IT tools as described in the following section.
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2.3.3 EXxisting tools to support the process management and information
sharing

The execution of an experiment process is supported by different tools to prepare and execute
the experiment and changing the process flow fabrication of a lot as described in the previous
section. Different tools are used, but no direct link exists between them. Information will be
copied by a process actor from one tool to another. Therefore, information will be redundant
in other tools.

The following figure illustrates the previously explained experiment process — divided in 3
parts: Request, execution, analysis (cf. section 2.3.1) and the used tools in each part as
described in section 2.3.3:
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Figure 11: Existing and used tools to support the experiment process

To sum up, the following tools are used to support the execution of the process:

Collaborative work is supported by:
= Tools to exchange information
- Telephone
- Email
- MES
- ECN
- Intranet portal

= Tools used in a collaborative work
- Microsoft Word
- Excel
- PowerPoint
- Shared network file server
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- Project.net
- 8D

= Process follow-up is realized manually, supported by:
- Microsoft Word (reporting document, analysis, conclusion, etc.)
- Excel (follow-up, used lots overview, launched processes overview, etc.)
- PowerPoint (short synthesis of a lot)
- Windows Explorer (to structure the information per process)
- MES

Different tools are available to support the execution of the experiment processes, but no
centralization and support is available to connect the information. Furthermore, even if tools
offer functionalities and request certain information to fulfill, the way tools are used depends
on each user. This is especially true for collaborative tools as groupware.

These tools already support first approaches of process and information management as
explained in the following sections.

2.3.4 Current practices of SWR process and information management

The activities surrounding an experiment process invoke different competencies of people.
The first model of an experiment process shows that the process is executed in a predefined
order. The process has collaborative aspects as people have to exchange information and
validate the experiment that will be executed.

The goal of this work is to improve the knowledge management activities for the experiment
processes. Therefore, during the executed interviews, the current solutions to improve the
knowledge management and the process management, as well as common aspects and its
problems, in particular were analyzed:

* Current knowledge management solutions
= Current process management solutions
= Aspects of processes managed as information object

2.3.4.1 Current knowledge management practices

Current applied knowledge management practices based on information management are
explained in this chapter’. In the Information Management and Knowledge Management
domains exists a variety of different Management Models, adapted to different domains and
to different utilization goals (cf. section 3.2.3, cf. appendix 7.6). The following analysis is
limited to the main aspects and goal of this work:

= (Capitalize and structure information
= Diffuse and reuse information

7 The notions Information and Knowledge management and their common aspects and differences are explained
in section 3.2. At this time, a distinction isn’t necessary as it is part of this work to understand the use of these
notions in a given context.

34



2.3.4.1.1 Capitalize and structure information

An actor may be involved in different process executions at the same time. Therefore, he has
to change between the different processes and keep the right information context to apply it
to the right process and to do its work. He interprets information, produces new ones or
modifies existing ones. Depending on the priority and difficulty as well as the formalization
request from the management for an experiment, new produced information could be implicit,
a short note or presentation, up to a complete document. Currently, the experiment request
should be written as the split matrix and the experiment results should be written, but there is
no rule in which format information has to be produced. However, in approximately for 80%
of the SWR, the template is used. The interviews and observation showed that employees do
not formalize the information during the experiment. Once the work is finished and the
results are interpreted, the final conclusion will be written.

Actors involved in a process will handle and structure received information for immediate or
later use and reuse. Information will be structured within documents, within folders, or within
a shared network. This implies that the information has a digital material form. The
information is structured if there is an interest to keep it for the future (judged by employees).

Three different structure types are currently used to structure information related to the SWR:

» Individual structure: each process actor structures the information that he needs for its
work or that represent an interest for him on a personal structure. He will therefore
structure the information on his point of view to retrieve them quickly for later (re-)
use.

= Collective structure: each actor depends on an organization and works in a team. To
share information between organizations, a collective structure, which everybody is
used to, could help to share information. This is especially important if employees
leave the organization before their work is finished and their produced information
isn’t easily accessible to their colleagues.

= Process structure: with a transversal collective structure - in our case, of an
experiment process, - three different types of actors depending on three different
organizations are involved. As each organization has a different collective structure, a
process structure will be used to share process information between actors.

These different structures are separated and employees will store the same information in
different structures as illustrated by the following picture:
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Figure 12: Different used information structures

These information structures are physically separated, but the values used to describe the
information seem to be similar in the different structure types.

2.3.4.1.2 Diffuse and reuse information

The information produced during the SWR process, such as intermediate results, as well as
the final SWR document will be diffused between process actors and be used within the same
process. The goal of this work is for this information to be reused for other processes.
Therefore, information must be retrieved not only within the processes but also across the
organizational barriers (between different processes and different departments).

An actor uses his or her accessible information resources (tools, organizational network, and
personal network) for information diffusion and retrieval, which can be done in different
ways:

= An actor can use and reuse new information by receiving it. Currently, the newly
launched experiments will also be diffused by email to people who might be
interested. An actor gets information from a colleague by email or during meetings at
the coffee machine, etc. The information is therefore pushed to the actor, but the
retrieval of the information might be occasional.

= An actor can also reuse information by search and retrieval. Currently he asks a
colleague or searches in the shared information structures (described collective
structure (see previous section)). He pulls information from different tools or persons.

= An actor can get or transfer information in a written form. He writes documents
about experiment requests, in-line measurements, expected behavior or results. These
documents are in the classical Microsoft office formats (Word, PowerPoint, Excel and
Outlook), which support the formalization and formatting of the information.

* An actor could also share information in an oral form. For example, he discusses
information during meetings, at the coffee-machine or over the telephone. As
STMicroelectronics has installed a DECT® system, a lot of information is discussed
and shared over the telephone. This system allows contacting people at any time, even

¥ DECT - Digital Cordless European Telephon — internal Telefone mobil System within an Organisation.
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during meetings. The advantage is that people are always available, especially for an
emergency. The disadvantage is that information is often exchanged only in an
implicit way and could therefore not be reused as such information is difficult to
access.

As information is always sent by email and no synthesis is supported, restarting work on an
experiment takes 30 minutes to look for already received and produced information as well as
to understand the context. There is no effective way to reuse the already produced reports of
previous years or experiments. The reutilization rate could be up 5-15% of produced
experiments according an engineer’s opinions: An engineer knows that a problem could be
similar to a problem that already occurred in the past. He could probably reuse his results, but
the current experiment management approaches don’t support a reuse and collecting
information for a possible reuse is too time-intensive.

2.3.4.2 Process Management practices

An involved actor executes actions to continue the process flow. No process management
tool is used to support the execution of these experiment processes. Each actor shares action-
to-do-lists and has to make sure that actions are executed and has to respect the defined due
dates during meetings, by email or over the phone.

However, the process flow can change at any moment as problems can occur. Therefore, the
process owner has to define the new process flow and inform the actors about changes and
redefine their work. The process management is based on information where the information
explains the experiment execution.

The analysis of the SWR process flow (cf. section 2.3.1) showed that the number of involved
actors depends on each experiment’s context and conditions. An area employee is
responsible for preparing the experiment conditions for one operation. Therefore, the process
actions and process structure depend on the content of the defined experiment:

Number of concerned operations = number of parallel process branches

The SWR process has no fixed common structure as each process instance can be different
and concern a different number of experiment operations.

Additionally, problems which occur might also influence the process flow, as the flow has to
be modified or parts of the processes must be executed again. The process flow is among
other items based on information:

» (Changed information causes a repetitive execution of actions

* The information related to an action can change

» The changes could occur at any time as they are related to the production process
(MES)

This first process management analysis showed two different important aspects of the
management practices:

= The process management has process flexibility during its execution: Occurring
problems can initiate a re-execution or change in the process flow
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= A process instance depends on the executed experiment. The process instance flow
will therefore be different for each experiment process as illustrated in the figure
below.

Common aspects are:

= Each process has a different structure,

* No unique, fixed, common, predefined process structure can be built for these
processes as the process depends on the real data used for the processes (number of
operations), and

= Changes can occur at any moment, before or during the process execution,

as illustrated in the following figure:
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Figure 13: Process flexibility

2.3.4.3 Processes managed as information objects

The combination of Process Management and Information Management implies handling
processes as information objects. Processes are used to execute different actions in a
predefined order. During the execution, information is produced in each action. The
collection of all produced information can be considered as one process information object
that has different parts. In a process flow, employees work on the same process to produce a
good or service. Therefore, they will base their work on the work of previous actions in the
process flow, and also on previously produced information and knowledge. In this context,
the SWR document could be considered as an information object as it is changed and updated
according to results from different SWR process actors.

Each actor wants to access the information concerning his or her work. These different kinds

of view points to access and to visualize the process information aren’t only necessary for
content information (cf. section 2.3.1), but also for contextual information describing the kind
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of process and the follow-up for already completed actions, due dates, missing information,
occurred problems, etc.

Currently, a simple process management is realized by email or telephone and no supporting
tool is available. A follow-up isn’t possible, as only the experiment request is formalized and
the final document containing the results is diffused later. Therefore, it is difficult to follow-
up the process flow, especially in a time period from 7 weeks to 1.5 years. Currently, process
follow-up could be considered as a black box, as there is no transparent information
accessible for every process actor, as illustrated in the figure below. To get this information, a
process actor has to call the process owner or other involved process actors.

Ceotton >

Figure 14: Current process follow-up by a document management

Actors would like to know how the process has evolved and if it is already finished. Typical
information types used for a process follow-up are: i.e. short description, due date, priority,
involved actors, recent problems, etc.
The process follow-up can be considered as shared information: Every process actor needs it
to be able to organize his or her work.

The problems related to the current practices of knowledge and process management are
explained in the following sections.

2.4 Analysis of problems, needs and current solutions

2.4.1 Problem observation

Based on the process and information analysis of the previous sections, the observed
problems are summarized in this section.

Many different tools are used to communicate, write down the experiment request, follow-up
the process flow and secure the process execution. Currently, there is no link between these
applications. A lot of functions could be improved and supported via better IT functions. This
causes obsolete data, and makes a follow-up very time intensive to update data collected from
the different application. Often, theses updates aren’t done, so processes aren’t followed up.
For urgent projects, a delay is recognized by the concerned employees, but it cannot be
anticipated. For non-urgent projects, a delay is often not recognized. Furthermore, as a
process follow-up isn’t available, employees will call the experiment analyzer to ask about
project evolution because no information centralization is currently accessible for all
involved process actors. As data aren’t updated, the update must be done by retrieving the
information in different tools. This action is time intensive.

Another problem is the redundancy of information. As everyone is informed by email with an
attached document about experiments coming due, the same document is used as a basis for
daily work and it evolves accordingly. Therefore, different versions of documents exist and
circulate between the involved persons. The project owner is in charge of analyzing the
different versions and trying to extract a current valid version.
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There is a network file server to share documents, but because of access right problems,
employees prefer to send documents by email.

Furthermore, the process seems to have only a few actions, but a lot of functionalities are
done within each action. Since it is not clarified as to which functionalities have to be done
and who has the responsibility for which action, some work is either executed twice or never
done at all. As there is no coherent information flow or implemented process flow between
the employees, judgments are made by each actor and failures or problems are often only
recognized at the end of a process.

These described problems are synthesized in the following list:

FACT: PROBLEM:
Information stored in different = Information incoherence
tools (redundant information) * Missing links between information

= Missing overview / synthesis
» Collecting information for a process can
take 30 min

No access to experiment * Information retrieval isn’t easy
= Neither content nor follow-up
= No access to different points of view

Process isn’t formalized = No common process structure
= Actions are forgotten
» Responsibility isn’t clarified
» Actions are executed twice
* No process knowledge about dependencies,
action order

No synthesis of actions to do, = Actions are forgotten and not executed
no action plan

No process synthesis is available, = Experiments are executed and prevent
process execution isn’t controlled executing other experiments even if the
expected gain is not very high

No clean-room visibility * Time lost by connecting to the MES and
checking lot positions one after one.
= No visibility about problems of the lots
* No visibility about wafers scrap of a lot
during the fabrication process

Missing automation of functions * Time lost to set administrative information
in the different tools

Produced information is sent to * Information overflow for non-concerned

employees who might be people

interested » Information missed by people not chosen as
recipient

Figure 15: Problem analysis
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During the observations and interviews, needs were also defined by the employees for a
better process management and its related information:

e Needs : capitalize, centralize, structure, share

0 Centralize the information
= To have all “important” information
= Have an efficient information retrieval method
= Structure the information
= To improve the visibility about completed work (follow-up)
= To improve the exchange of intermediate information
* Project management: resource allocation, priority planning

o0 Different degrees of information synthesis (different point of views)
= Global vision, per person, per week, per organization
= Action information to execute a action in a process
= Process information as informative follow-up

0 Better information management

= (Collect the information easily

= Know the right interlocutor for an operation or technology

= Know the dependencies between operations of experiments
(fabrication constraints/influences)

= Deliver the right information and the right synthesis to the right
employee at the right time as well as reuse the existing information

= Support the daily work, not a better document sharing process

= Notify about information changes

= Get results and intermediate results

= Information access by different viewpoints (technology, area,
operation, etc)

0 Better information sharing
= Better and faster reuse (access) to existing information
= Have a better synthesis

O Better process management
= Have a personalized action plan
= (Clarify and secure the process flow execution
= Better process management related to a better information management
as the processes are very knowledge intensive
= Better process follow-up
= Support the process flexibility

0 Better information management about process information
= Have a follow-up
= Different reports
= Manage the dynamic aspects
= Project planning, priorities and workflow
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These problems and needs reflect the limits of the current knowledge management solutions
that are explained in the following section.

The heterogeneous use of different applications in the context of the experiment management
context causes some limits for knowledge management solutions as explained in the
following section.

2.4.2 Limits of current knowledge management practices

Different solutions and approaches exist already to optimize the SWR process management
and the associated knowledge management aspects, and were explained in the previous
section. In the following, these aspects are summarized:

2.4.2.1 Current knowledge management practices and problems

Different tools have already been developed to support the information sharing and validation
between teams. The intranet portal should contain all produced information and facilitate the
information exchange between teams and within the company. In the past, only one
department used this tool to share the SWR documents over this tool. Furthermore, the
content structure of the document as well as given contextual information depends on the
author of the SWR document and there is no obligation to fill in all requested information.
The access and information retrieval to these documents offers two different methods: access
within a navigation tree by a predefined navigation structure or a keyword search within the
document. The use of the intranet tool is a first step in the knowledge management activities,
but only the SWR document is stored, if the document is finalized. Furthermore, the SWR
document is only produced for positive results. The knowledge capitalization of all produced
knowledge is still missing and the knowledge retrieval possibilities are insufficient.
Furthermore, the tool ECN is used to initiate new changes of fabrication routes. Therefore,
the final SWR documents will be stored in this tool and different values from predefined
categories will be selected to characterize the content. The management validates the stored
documents and the change request. After validation, the changes will take place and will be
implemented in the production chain (technology routes). The predefined categories of the
ECN tool are also used for information retrieval. Therefore, this tool is also a good step into
the experiment knowledge sharing. However, the use of the tool has shown that employees
often don’t correctly complete the document. The categories aren’t obligatory and the full
text explications of the experiment goal are often barely explained. Therefore, the
management refuses change requests because of misunderstanding problems. Additionally,
the information retrieval isn’t effective, as the categories are often not fulfilled. Furthermore,
the ECN tool only capitalizes the positive experiment results and the implemented changes.

2.4.2.2 Current process management solutions and problems

The current experiment process management practices are based on information exchanges
via email or over the phone. First approaches to improve the process management and the
information centralization of all information related to the experiment were done by an IT
tool (called project.net). This tool allowed an online-sharing of project plans, assigned actions
to employees and produced information centralization. Furthermore, project plan templates
can be used to pre-structure a project. The tool was not accepted by the user and the
implementation was stopped after a trial period of 2 months. The experience showed that the
actions of a SWR project are not complex or long enough to plan them. The time spent for
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establishing a plan and updating it compared to the time spent for the action execution is
inefficient. The project plan also does not represent the “real world” as changes occur
permanently, and the knowledge capitalization is not guaranteed for all knowledge related to
the experiment projects. Furthermore, no retrieval interfaces are available to retrieve
information from different projects.

The 8D’ principle is also used, but the application is limited to crisis management in order to
improve the quality of products. Major problems are corrected and solved. A capitalization is
not done.

The problem or crisis is quickly distributed within the organization as it often concerns
different departments. To support the crisis management and information sharing between
different fabrication sites, a tool is used to share problems and solution approaches. Therefore,
knowledge is only capitalized if information about crises is shared over this tool.

2.4.3 Problem and failure synthesis of current solutions

The goal of the current implemented solutions is oriented toward the information sharing and
standardization of process and information management. However, a reuse of information is
not currently included in these approaches. The methodologies and tools used do not support
the whole process, but only parts of it. No support is available to represent the process. The
centralized information is produced information, but it represents neither the current state of a
process, nor the follow-up.

Currently, only parts of the process are supported by IT tools. The whole process and its
related context are not taken into account.

° Eight disciplines Problem Solving — 8D Problem Solving Process is used to identify, correct and eliminate the
recurrence of quality problems.
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2.5 Analysis of information flow in the experiment processes

The analysis of current process and information management practices helped to identify the
current problems and application fields for a better information sharing, as explained in the
following section.

2.5.1 The knowledge exchange between technologies for major and minor
problems

Experiments are carried out during the development of the technological platform in order to
improve the yield and the fabrication process and to industrialize the product.

Often major problems encountered during the manufacturing process are solved and
discussed in a transverse way across all technology generations. Major problems require fast
reaction. They are diffused quickly across organizations (such as crisis, etc.). On the other
hand, minor problems (as well as improvement ideas and failed experiments) are neither
shared in a formalized way, nor accessible by all concerned employees who might have an
interest in the results. Only positive results, in particular the resolutions of the minor
problems and the executed changes, are communicated to the other generations. The risk is
that other generations conduct similar experiments and have similar ideas without knowing
that these results already exist.

To allow a knowledge reuse between technology generations, it would be necessary to
develop an exchange method to support and improve the collaborative aspects:

= Knowledge capitalization related to experiments (positive and negative results)
= Initiate a reuse of the capitalized knowledge for new experiments

In the following section, the identified industrial application field of the experiment processes
is explained where the principle of capitalization and reuse initiation should be applied.

2.5.2 Places for knowledge management improvement possibilities

In section 2.4, the analysis of the SWR process flow is described. Different organizational
departments are involved in the SWR process. Although these parts are organizationally
independent, they work together in this transversal SWR process to produce new
technologies.

The process is difficult to manage as the experiments are related to the production process
where problems can occur due to fabrication problems (i.e., bottleneck, errors, failures,
changes, etc.).

Therefore, information changes and influences the process flow between the involved actors
(experiment owner, preparer (area owner) and cleanroom). First of all, the immediate use of
knowledge between these involved actors could be improved.

Furthermore, the reuse of produced knowledge could be reused for different technology
generations. Experiments are carried out during the conception phase (R&D) as well as
during the entire life cycle, meaning even for industrialized and stable products (Industrial
DYE engineering).

Therefore, 4 different areas for knowledge management improvement possibilities were
identified, which are illustrated on the following figure:

44



1. Exchange between the R&D and the area engineering as well as between the DYE
and the area engineering
o0 Knowledge exchange within a process

2. Exchange between area engineering and the clean-room
o Knowledge exchange within a process

3. Exchange between technology generations (DYE-DYE and R&D-R&D)
o0 Knowledge exchange between processes

4. Exchange between the DYE and the R&D
o Knowledge flow backwards the process (experience return)

RaD Device and Yield Engineering
Technology|generation x
N\ | (>
(& (&
4

Technology generation Y

Requ analy Final
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Figure 16: Analysis of knowledge flow improvements possibilities

These interaction types of these four areas could be characterized as follows:

e Informal interactions — interactions set up to solve a specific problem over the phone,
in discussion with colleagues from other technology generations.

¢ Semi-formal interactions — joining a formalized web based community of practice to
solve a problem; ask colleagues all over the world about the problem.

e Formal interactions — daily interactions with workshops and divisions to support and
solve problems as a part of their work.

Indeed, the information exchange during an experiment is an “informal exchange,” as no
formalization of the process exists and produced information is not accessible. Information is
exchanged in an implicit way and on demand.

The goal of improving knowledge management activities for these four areas is explained in
the following section.
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2.6 Goals of this work
2.6.1 Objectives

The goal of an exchange method in this context is to improve the knowledge sharing around
experiments and/or problems that might otherwise not be shared with other organizations
within the same company, especially other technology generations. Normally this information
is not shared, since it does not have a high importance for other technology generations as
compared to the daily information flow, manufacturing problems and crisis management.
This information category is more qualitative than quantitative. Only the positive results
concerning a modification in the manufacturing process are communicated. Our work
concentrates on this informational aspect.

Sharing and reusing qualitative information associated with experiment processes with
a low importance as compared to the major daily problems

Gathering information on minor problems, such as discovered problems, is the main focus of

this work. This information changes and evolves during various stages of experiments
(request, execution, analysis). The goal of an information exchange method can be expressed
by the three following aspects:

= The capitalization of knowledge in the form of information, not only to preserve the
knowledge and know-how but especially to accelerate the innovation,

* The development of information sharing inter/intra technology generations to benefit
from the last improvements and to avoid committing the same errors,

= Faster feedback loops between generations and manufacturing, engineering and R&D
to improve and guarantee the agility of the system.

Therefore, it is important to put the information at the actors’ disposal in the experiment
domain, as well as push the information to the employees who are concerned. This objective,
particularly within the framework of re-use, makes it possible to benefit more from the
experiments of other generations.

In the last few years, STM changed from a sequential organization of technologies to a
simultaneous, concurrent organization of technologies where generation of technologies and
their options (different products) are developed in parallel (cf. section 2.2). As the
organization is structured by technology generation, the coordination of exchange between
these generations is difficult, since organizational barriers exist and the exchange methods are
often concentrated on crisis and current problems.

Important problems are discussed in transversal meetings. Less important problems are
solved by each organizational branch and are often not shared. However, sharing these
results and reusing them could create synergies between the different organizational
parts - from already executed or currently running experiments
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Problems encountered during development could relate to several methods as well as provide
improvements which should be beneficial for other generations as they use the same machine,
fabrication conditions or raw materials (section 2.2.1).

Information exchange and its related management are difficult, as more and more information
circulates and is pushed to employees. It is therefore difficult to retrieve important
information within the whole information volume.

On the other hand, neither is all information formalized, nor is the knowledge producer
known. Even if the information is formalized and stored, no efficient method exists to
retrieve it from within the mass of information.

To improve the information sharing between technology generations, it would be necessary
to develop an exchange method which helps to retrieve specific information from the mass of
total information. Furthermore, this method has to be accepted by the employees.

= The method should not increase the time used to exchange collaborative work in
solving a problem, but should increase the reuse of experimental results.

= The cooperative aspect is even more important: reuse the experiment preparation
and/or its theoretical ideas in a way that they are understandable for experts from
other technology generations.

Information exchange should be improved between various process generations. This allows
each generation to benefit from the experiments of other generations.

Knowledge sharing over organizational barriers is often realized by written information and
supported by Information Technology (IT).

Therefore, the following aspects in particular are analyzed:

= Improvement of information sharing and existing information sharing methods

= Improvement of process management and existing process management methods
= Methods and difficulties for implementation

= The role of Information Technologies in these contexts.

2.6.2 The Research Methodology

This research began with a field study in order to understand the practices and problems
encountered in the execution of the experiment processes and to identify the aspects and
needs of handling the information and the dynamic of a process. Furthermore, in order to
better analyze and understand the interactions and current methodologies, the implementation
of the project management tool project.net was part of this endeavor to understand the work
of the departments.

Fieldwork: The aim of this phase - described in this section - is to understand the
practices and problems by executing the experiment process as well as to understand which
role knowledge management can play for handling such a knowledge intensive process where
information changes rapidly and influences the execution of the process. The process was
studied in two different ways:

e Firstly, the working methods of employees were analyzed, as well as the
teamwork. This provided an understanding of the different work and different
processes employees are involved in, as well as the ability to analyze how the
information is used and produced
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e Secondly, the aim was to understand where functionalities of classic tools do not
respond to the specific user needs as well as do not handle the information aspects.

During the interviews and observation, it was quite difficult to obtain information about
the knowledge production and diffusion methods. An engineer does not differentiate between
his work, the produced information and the retrieval. Therefore, it was difficult to abstract the
information flow around the experiment processes.

The context analysis gave a first impression, but this analysis has to be improved in
order to detail more precisely the experiment process, as well as to relate the analysis to
scientific concepts and techniques to optimize knowledge management activities.

2.6.3 Hypotheses and Industrial Problem

Some approaches (as explained in section 2.3.4) were already implemented in order to
optimize the capitalization and reutilization, but some tool implementation failed. Currently,
resistance against knowledge capitalization exists and capitalized knowledge is only done for
positive results. Negative propositions and problem solving are not capitalized.

Based on these explained approaches, the explained framework and characteristics of STM
and the SWR process in the microelectronic domain, three hypotheses could be formulated
based on the current solutions and problems:

1) The SWR process could profit from a reutilization of produced knowledge within,
backwards and between processes.

2) Knowledge capitalization must be integrated in daily work activities to capture all
produced knowledge and to keep current knowledge about real executed work and to
overcome the human resistance.

3) It is more important to develop a work methodology that integrates knowledge and
process management aspects than to develop an IT tool.

These three hypotheses led to the industrial problem formulated as follows:

How can one overcome the human resistance against knowledge capitalization of
positive and negative experiments (results and follow-up), capitalize theoretical and
practical experiment preparations, problems and results, keep it in time and initiate a
knowledge reutilization of these information within, backwards and between
experiments processes with the goal to increase the productivity of the experiment
processes?
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The produced knowledge should be available within the same process in the actions where it
will be used. Furthermore, the knowledge should be accessible for actors involved in the
same experiment process to inform actors about results. In addition, this knowledge should
also be reused for new experiments in order to avoid doing the same process again.

2.7 Conclusion

The analysis of the context of the conception control experiment process showed that the
process has three main actions. Furthermore, the dynamic aspect is important to be managed.
The context analysis allowed us to formalize the process: An initialization action to request
an experiment, an execution action to do the experiment, and an analysis action to prepare the
results of an experiment.

The complexity and dynamic of the process is introduced by two facts:

= The number of concerned operations influences the number of process branches in
parallel

* Changing and obsolete information related to problems, changing fabrication contexts,
etc., could re-induce a process execution

These dynamic and flexible aspects must be supported in order to improve the process and
information management in this environment of knowledge intensive dynamic business
processes.

This also develops an integration of information management into the process management in
order to improve the collaborative aspects as information is produced by one actor and reused
and/or modified by another actor during the process.

Additionally, problems related to the experiment process were mentioned. Most of these
problems are related to information, as information must be retrieved in different tools and be
copied in other tools. This fact confirms an analysis of the Gartner institute that discovered
that firm internal information retrieval represents 60% of an employee’s daily activities
[Barkat, 2002].

This context analysis therefore provided an industrial framework of common aspects of
experiment processes and associated information. Information management is separated from
the process management even if these activities are related. Furthermore, the need for a
combination of these two domains reflected a deeper scientific investigation to profit from
process and knowledge management in order to combine them. These reflections are detailed
in the following chapter.
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3LITERATURE ACQUISITION I

3 — @ This chapter gives a scientific overview of
E,;.?;';'ir:::;t,# "R Knowledge Management, Change Management,
g 5 1 o 1 - Business Process Management and the existing
T »? e \E[')"S'—-? i combinations of these domains. Furthermore,

the problematic is explained.

3.1 Introduction

The previous chapter explained the context of this work and summarized some current
problems in the experiment process management which are related to information. This
analysis caused a deep reflection about scientific work as existing solutions did not satisfy the
goal of integrating Knowledge Management in daily work activities to execute business
processes. Therefore, this chapter will present current methods and problems of Knowledge
Management - a recent domain that is concentrated in the treatment of information and
knowledge in order to reuse it and build new knowledge, and in aiming to enhance industrial
activities.

Therefore, this chapter gives definitions about what Knowledge and Knowledge
Management is and explains its differences in relation to information and information
management. It will also give an overview about the problems and difficulties of Knowledge
Management application. The following aspects especially will be detailed:

= The history and future of Knowledge Management (KM)

= Aspects of Knowledge Capitalization

= Aspects of Knowledge Retrieval

= Aspects of change management: human reaction and resistance

Therefore, an overview about the evolution of Knowledge Management is given and the
current existing definitions and models are discussed. This state of the art analysis leads to a
definition of Knowledge Management that is used in this work.

The described knowledge management problems of the experiments are related to the SWR
process (cf. chapterl). Consequently, the following sections of the literature acquisition
discuss the current business processes management concepts. An overview about the history
of this domain and current application difficulties is also given. The following aspects in
particular will be detailed:

= History and return of experience of Business Process Management (BPM)

= Characteristics of Business Process Management

* Dynamic Business Process Management

= Business Process Management and Information technology (workflow tools)

In addition, the focus is also to characterize the current implementations of Knowledge

Management in Business Process Management; and the current limits and needs for further
evolution are discussed.
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The important aspects of integrating Knowledge Management into business process
management are summarized, as well as the needs and requirements for a better analysis for
implementing Knowledge Management activities in companies. This abstracted scientific
approach allowed the formalization of a general problematic that will conclude this literature
acquisition chapter.

3.2 Knowledge Management Concepts

Organizations increasingly focus on Knowledge Management. However, different definitions
and interpretations of Knowledge Management exist. In the following, different aspects are
discussed in order to give an overview about the diversity of different definitions and the
evolution in the last years.

3.2.1 Knowledge and its different dimensions
3.2.1.1 What is knowledge?

The notion of “knowledge” is part of a group of different terms that are related to the human
“competence”. In this group of terms, the following notions can be found: data, information,
knowledge, and competence, which will be defined in the following:

Data is a real fact that could be the acquisition result or a measurement in an instance of time
[Prax, 2000]. It can be qualitative (i.e., gray) or quantitative (i.e., the number 25); and it can
be associated with events. Data has neither intention nor signification.

Information is well-organized and structured data collection transmission. The collection
could be the selection of the most useful data [Gardoni, 1999]. The utility implies that the
selection is realized based on different criteria or based on different combinations of criteria.
The information has a subjective character, as the choice of criteria depends on the
information’s sender. In the scientific point of view, information is a vague and incoherent
subject. In fact, the word “information™ has different multiples and ambiguous definitions.
Information could also be qualitative (the sky is gray) or quantitative (the water temperature
is 25° C). Information therefore has a sense of character.

[Prax, 2000] defines competence as a “unit of knowledge”, action capacity and behavior
structures in function with a goal and a given situation. Thus, it is possible to relate the
competence to the capacity of persons and “apply this competence and knowledge in
different restricted work conditions” [Barthes et al., 2000].

“The definition of knowledge is still a live debate for philosophers. In order to be knowledge,
according to most thinkers, at least three criteria must be fulfilled. A thought must be
justified, true, and believed.” [Wikipedia, 2006a]. Knowledge, due to its nature, is a
multidimensional phenomenon [Mira-Bonnardel, 2000]. Although Knowledge Management
has existed for several years, there are many different definitions of “knowledge” in the
scientific field. On one hand, in many definitions “knowledge” is considered as subjective, in
particular as a personal interpretation of information by a human, so knowledge exists only
inside individuals. On the other hand, knowledge is often modeled as an object for science
activities to focus on the knowledge creation and diffusion. Some definitions are given in this
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section that also shows the development of the significance of the notion of “knowledge”
within the last 10 years:

= Knowledge is an object, a sign that could be considered as carrying information, a
sense and a context [Cantzler, 1996], [Ermine, 1999].

= Knowledge can be defined as the right collection of information at the right time
[Becker, 1999].

= Knowledge is organized information applicable to problem solving [Beckman, 1999].

= Knowledge refers to an activity of treatment of information, activity in which
interpretative filters take part. Each individual interprets the information he receives
through a "vision of the world" that is particular for him [Sena et al., 1999]

Knowledge could be produced based on data and/or information. The link between
data/information and knowledge could be interpreted based on the definitions of Larousse
[Larousse, 2000]. The encyclopedia composed the notion of “information” on different sub-
criteria as action, state, knowledge, content, and container. Information is therefore a
multidimensional notion that is on one hand a real object and on the other hand also has
intangible characteristics related to the use of information by humans. In contrast to
information, knowledge needs a receptor. The receptor acquires and analyzes the information
and integrates the transferred values in its system and interprets them to produce new
knowledge.

The given information examples (the sky is gray) and (the water temperature is 25° C) could
be interpreted by a user who knows the word “sky” and the measurement scale of Celsius
degrees. Therefore, the information is interpreted and applied to a situation, i.e., “I know that
the water is warm, because I consider 25°C to be warm, but for preparing coffee, the water is
not hot enough.”

[Barthes et al., 2000] noticed that information becomes knowledge when intelligence - human
or machine - uses the information as intention. This intention can then be part of a context or
a specific situation that provokes the use and transformation of information into knowledge.
This distinction can also be found in the following definitions of knowledge:

= “Knowledge is a fluid mix of framed experience, values, contextual information,
expert insight and grounded intuition that provides an environment and framework for
evaluating and incorporating new experiences and information. It originates and is
applied in the minds of knowers. In organizations, it often becomes embedded not
only in documents or repositories but also in organizational routines, processes,
practices and norms.” [Davenport et al., 1998]

= “Knowledge is a temporally stabilized comprehension resulting from interpretations
of information, human experience and reflections based on a set of beliefs, which
resides as fictive objects in people’s minds and is suitable for transformation into
actions.” [Jaime, 2005a], [Busch, 2005a]

Therefore, knowledge is related to data and to real and existing information, as well as to the
intellectual capacity of a person. This intellectual capacity is difficult to explain and to
formalize, in contrast to the data and information that could be captured or be formalized.

53



In the theories, there exists also a variety of definitions of these three terms:

Author Data Information Knowledge
[Wiing, - Truths, beliefs,
1993] Facts organized to | perspectives, judgments,
describe a situation know-how and
or condition methodologies
[Spek et Not yet interpreted The ability to assign
al., 1997] symbols Data with meaning meaning
[Davenport| A set of discrete A message meant to Experience, values,
et al., facts . .
change the receiver's | insights, and contextual
1998] . . )
perception information
[Quigley et | Text that does not
al., 1999] | answer questions | Test that answers the
to particular question who, when, Text that answers the
problem what or where questions why and how

Figure 17: Definition comparison of data, information and knowledge from [Studer, 2003]

[Gardoni, 1999] proposes a distinction of these three aspects according to their utilization:
= Data: simple state
= Information: Function, i.e., communicate
= Knowledge: sense, treatment

[Vance, 1997] distinguishes them according their creation: “Information is data put in a
significant framework. Knowledge is considered as authentic and right information.
Knowledge is subjective and exists only inside humans.”

The important aspects of the notion of “knowledge”, which the Knowledge Management
(KM) has to deal with, are:

= Subjective

= Temporally

* Created

= (Re-)used

= Interpreted

* Based on information
= Context specific

* Inside humans
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For this work, based on the definition of [Jaime et al., 2005b]:

knowledge is therefore considered as an immaterial object that is a temporally stabilized
comprehension resulting from interpretations of information, human experience and
reflections based on a set of beliefs in a specific context. The formalization of this immaterial
object becomes information in a material form that could be reused to build up the initial
knowledge. Therefore, the notion of “knowledge object” is used to refer to these
characteristics.

3.2.1.2 What is Knowledge Management?

“Knowledge Management (KM) may refer to the ways organizations gather, manage, and use
the knowledge that they acquire. The term also designates an approach to improve
organizational outcomes and organizational learning by introducing into an organization a
range of specific processes and practices for identifying and capturing knowledge, know-
how, expertise and other intellectual capital, and for making such knowledge assets available
for transfer and reuse across the organization.” [ Wikipedia, 2006b]

In the scientific field, a wide variety of Knowledge Management (KM) definitions have
arisen in the last few years and in different countries. Some of these include:

= “KM is providing the right knowledge to the right persons at the right moment, in
order that they can reuse it and profit from existing knowledge” [Petrash, 1996]. This
citation became the most famous and a commercialization phrase for advertising for
Knowledge Management activities and products.

= KM is a practice that allows people—when possible—to estimate the experience
capacities of everyone in his or her preferred place, to ensure the circulation of useful
information and to help find the information that is really needed at the right moment
[Ballay, 1997].

= “KM is a process in which an actor captures the collective competence of an
enterprise where it exists — in databases, documents, papers, presentations, etc. — and
broadcasts it to different places where it can be done with maximal benefit.”[Hibbard,
1997]

= Prax [Prax, 2000] structures Knowledge Management in three sub-categories:

0 “KM is an approach that tries to manage different items as thinking, ideas,
intuitions, practices, experiences done by different actors by executing their
profession.”

0 KM is a process of creation, enrichment, capitalization and diffusion of know-
how and knowledge that involves all actors in an organization as consumers
and producers.

55




0 KM supposes that knowledge is captured where it is created, shared by
humans and finally applied to an enterprise process.

“KM is management actions with the goal to apply the knowledge capitalization cycle,
meaning to locate, preserve, develop, transfer and share the enterprise crucial
knowledge. This understands also the strategy, the decision making and all key
processes of the enterprise.” [Barthes, 2000]

Prudhomme developed a different point of view of the previous vision. He defines
knowledge as a product of a cognitive activity produced by an individual. Knowledge
is individual, personal and contextual and therefore it is difficult to formalize and
represent. He proposes the notion of a “knowledge object” to explain that an
individual will build knowledge based on a formalized “knowledge object”
[Prudhomme et al., 2001]

KM is the systematic and organized use of knowledge held in an enterprise in order to
help reach the objectives. It aims at improving the enterprise’s performance and
obtaining a global vision of the competences and knowledge within the enterprise
[Balmisse, 2002].

KM caters to the critical issues of organization adaptation, survival and competence in
the face of increasingly discontinuous environmental change. Essentially, it embodies
an organizational process that seeks a synergistic combination of data and information
processing of information technologies, and the creative and innovative capacity of
humans [Longueville et a., 2003a].

KM is the systematic process of finding, selecting, organizing, distilling and
presenting information in a way that improves an employee's comprehension in a
specific area of interest [Bus, 2005].

In other definitions, knowledge is often modeled as objects in scientific research, so
the research can be concentrated and focalized on the management of knowledge as
abstract objects.

“Obviously, a holistic Knowledge Management (KM) approach is a major issue for human
resource management, enterprise organization and enterprise culture; nevertheless,
information technology (IT) plays the crucial enabler for many aspects of KM. As a
consequence, KM is an inherently interdisciplinary subject. This is i.e. reflected by KM
conferences that address numerous aspects of KM” [Schnurr, 2001], [Reimer et al., 2003].
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According to [Studer, 2003], [Albrecht, 1993], [Schneider, 1996] the main building blocks of
Knowledge Management are (cf. appendix 7.3 for an analysis of these factors at STM
environment):

= culture

= organization

= technology and
= people

A similar point of view can also be found in [Jaime et al., 2005b] who classified different
KM definitions according four different visions (1. IT, 2. Strategy, 3.Diffusion, 4. Reuse):

Those that see KM as a matter of information technology

Those that see KM as a strategic matter

Those that see KM as a process that facilitates knowledge sharing

Those that see KM as a process to create and increase the use of knowledge

b=

These definitions show that Knowledge Management consists of a set of activities and it has
many different aspects and application possibilities. The scientific domain of “Knowledge
Management” is NOT an independent, stand-alone discipline. Compared to the scientific
domain of “business economics” or “business management”, which use results and scientific
concepts from different domains, such as “operational research”, “mathematic” or “IT”,
“Knowledge Management” is also a discipline that reuses results of its related and similar
domains like “Information management”, “Information Technology management”, “change
management”, “data base management”, etc. KM could not exist without these disciplines

and evolutes with new techniques and models in these domains.

Based on the given definitions, Knowledge Management activities should help to capture
and to spread the existing knowledge in order to keep the information current and to
optimize the enterprise and individual performance by a reutilization. Therefore, the
creation, diffusion and reuse process is a transversal activity integrated in people’s daily
work activities and decisions.

3.2.1.3 Knowledge Management vs. Information Management

Knowledge is based on information. Therefore, the question of differences between
Knowledge Management and information management is justifiable. [Eppler, 2004] wrote
that “Knowledge Management” is more than a simple information transfer. He lists different
distinctions that we resume and interpret:

* Information management answers questions such as “What?”, “Where?”, “From
whom?”, “From where?” and “How much?”. Knowledge Management answers more
likely questions such as “How?”, “Why?”, “What happens when?” (cf. section 3.2.1:
Definition Information and knowledge from [Quigley et al., 1999])
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* Information management could be independent from person or context. Knowledge
Management needs a clarification of the context and the perspective (see section
3.24.2)

» The success of Knowledge Management is more uncertain than that of information
management. Besides finding the right interpretation of the communicated content,
this content must also be applied in the right way to create a real “action knowledge”.

This distinction is coherent with the distinction between the given definition of information
and knowledge (cf. section 3.2.1 and 3.2.1.3). Knowledge will be applied, used or reused in
order to support an activity, and compared to information that transfers a fact, but the use of
the reception is not guaranteed. Knowledge Management activities are often reduced to the
management of explicit knowledge in the same context. Therefore, in many scientific works,
the words “knowledge” and “information” are used similarly and could be replaced without
changing the sense of the work; but even if this replacement is possible, it sometimes causes
confusions.

The Gartner Research group characterizes the difference between Information Management
and Knowledge Management as follows:
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Figure 18: Comparison between Information and Knowledge Management [GartnerGroup, 2002]

Information Management defines the guidelines for the treatment of information (i.e.,
security levels, classification, access, etc.). Knowledge Management sensitizes the employees
on how the information should be treated (strategic aspects, Knowledge culture, collaborative
environment, etc.).

3.2.1.4 History and future of Knowledge Management

Knowledge Management has gained popularity in recent years and became almost a
buzzword after 1995, where a lot of work was based on the research results from Nonaka
[Nonaka et al, 1995]. This domain was born as significant corporate strategy to meet new
challenges. The history and the current status of KM are sketched by Kay:

“Knowledge Management as an approach to business management has had a tumultuous
history. It was born as a hip buzzword, was shunned as a second cousin to business process
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reengineering, and was for a time hijacked by software vendors. Despite this circuitous path,
Knowledge Management is now well on the way to becoming a necessary component of every
bottomline-oriented company's long-term business strategy.” [Kay, 2003]

The research activity on “Knowledge Management” is a field that includes many subdomains
such as knowledge capitalization, knowledge discovery, knowledge retrieval or knowledge
representation.

The subdomains, in particular modeling and managing knowledge as objects in a specific
context, have successfully delivered different methods in the past: Extracting knowledge
from humans or from data, structuring it in a knowledge base, giving retrieval methods for
the search and representing it in an ergonomic way for the users are techniques that become
better and better as experiences and research go on.

The application of Knowledge Management is often related to information technology (IT),
as information is the basis of knowledge and can be treated quickly by IT tools. But
according to a study of the Gartner Institute [Barkat, 2002], 40% of IT projects fail, due to
different factors such as a lack in the identification of user needs, resource problems,
acceptance problems, etc. (cf. Chapter 1). The average IT organization annually ties up to
10% of its IT staff on work that contributes no value to the business. In many cases, the
problem stems from the way online information is managed and exchanged. The initiation of
IT projects to organize and secure information often failed in the past and did not satisfy the
needs of the organization.

Enterprises tried often to build up a new Knowledge Management system (KMS) as a stand-
alone tool, or as a separate activity. This KM activity as project end phase was often
considered as an additional workload by the user with no “surplus value” [Crel3, 2004].

The first Knowledge Management tools - produced in the occidental context based on the
model of Nonaka [Nonaka et al., 1995] - were destined to capture the knowledge in the form
of information and store it in a data base, but often these tools did not satisfy the knowledge
needs of the employees, because of missing context or inefficient knowledge retrieval
possibilities. In some cases, the capitalized knowledge was useless.

KM projects implemented in large firms did not succeed because KM has been commonly
understood as a support function whose goal has been to deliver a tool. Even if it is well
known that Knowledge Management should have a strategic element, no methodology for
KM application exists currently.

However, different KM models exist (cf. section 3.2.3), although the implementation or
guidelines for an application and implementation are often missing. This is why practical
management activities of KM have not yet reached a satisfactory level in occidental
companies, and some big firms are convinced that KM is dead or has no surplus value
[Bullinger, 2004].

[Rheinhardt, 2004] describes the current state of Knowledge Management as follows,
accor%ng to the misunderstanding of the application of Knowledge Management in recent
years:

* No internalization support: The “nature” of knowledge and communication is
considered as a mechanical aspect. The sender’s perspective is often more important
than the recipient’s perspective.

' These four remarks flowed into the development of the PIFA approach explained in chapter 4: This analyzing
approach identifies and improves functionalities related to knowledge production and gives incentives to the
employees. This is the most important aspect to initiate Knowledge Management activities in this work.
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= Technology centered: IT systems are still considered a central prerequisite for
Knowledge Management, even if the quantitative diffusion of data is different from
the qualitative diffusion of knowledge.

= No human involvement: Propositions of context factors to apply KM and motivate the
employees to participate are still missing.

= No measurement indicators: Obscurities exist in the measurement of KM success and
also on the layer of measured quality or quantity, as well as on the layer of actor or
enterprise.

In recent years, authors like Nonaka have changed their models and integrated the aspect of
context. For example, Nonaka [Nonaka et al., 2001a] added the “ba”-factor to his model to
describe the importance of the context during the knowledge communication.

Knowledge Management activities came back with the goal of supporting the innovation
management. For the “2" generation of Knowledge Management” [Snowden, 2004],
[Rheinhardt, 2004], the Knowledge Management activities are no longer seen as technology
processes, even if Knowledge Management is still often related to or supported by
information technology. The main aspect is the human aspect and its behavior according to
the creation, diffusion and (re-)use process of knowledge, especially on the internalization
and application of produced knowledge.

3.2.2 Knowledge typologies

A distinction of three different kinds of typologies is proposed and explained as the
following:

» The nature type
» The application type
= The source type

The “nature type” describes the different types of knowledge. The “application type”
describes “how” it is used and applied. The third type explains “where” the knowledge can be
found. But another distinction of knowledge typologies also exists as given by
Barthes [Barthes, 2000], who distinguishes between the juridical knowledge, the technical
knowledge, the economic knowledge and the organizational knowledge that represent the
domain of application.

Two facts concerning knowledge typologies are retained for this work:

= The knowledge typology depends on the context where the knowledge is created and
used.

* The knowledge therefore could have different sources that should be interrelated.
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3.2.2.1 The nature type

One of the most widely used typologies of knowledge is the one that distinguishes between
tacit and explicit knowledge. [Barthes, 2000], Nonaka [Nonaka et al., 1995] and [Reix, 1995],
based on [Polanyi, 1967], distinguished two different kinds of knowledge:

= Explicit knowledge can be expressed in formal and systematic language and
shared in the form of data, scientific formulas, specifications, manuals, etc.
i.e.: Documents, papers, books and presentations are formalized knowledge that
could be reused.

= Implicit Knowledge is the knowledge that is held by each individual, but elicitable
and transferable. This knowledge resides in human minds and is transferable by
formations, meetings, conversations, courses, presentations, etc.
i.e.: The order of ingredients of a hamburger (bread, salad, meat, etc.) product is
implicit knowledge held by each employee in a hamburger restaurant. This knowledge
can be formalized and sent to other restaurants, so that the employees in these
restaurants know how to produce the same product.

Vinck [Vinck, 1997] insists on the unavoidable coexistence of explicit and implicit
knowledge within the enterprise, from the point of view of an individual. He illustrates two
concepts by using a metaphor of an iceberg to illustrate the immerged (implicit) and emerged
(explicit) parts of knowledge. [Bés et al., 1997] mentions that the implicit knowledge is
inseparable from the organizational context and therefore is called knowledge context.

Unfortunately, these notions involve believes that all knowledge could be formalized and
cause misunderstandings of the goal to formalize knowledge as a priority procedure of
Knowledge Management (see section 3.2.1.4).

In fact, not all knowledge can be explicit. Even if the definition of knowledge objects (cf.
section 3.2.1) is used, knowledge cannot be completely decomposed into different parts.
Therefore, knowledge is, first and foremost, implicit (compare the used definition for this
work (cf. section 3.2.1) and the decomposition in formalized information cannot represent the
full initial implicit knowledge, but could support the transfer and internalization for another
person.

This statement is reflected by the definition of Polanyi: the concept of tacit knowledge: “We
know more than we know how to say” [Polanyi, 1958], [Polanyi, 1974]. This citation was
enlarged by [Snowden, 2004]: “I know more than I can say and I can say more than I can
write down”.

Knowledge is difficult to communicate and to formalize; it is “stored in the heads of persons”
and therefore known as embodied or tacit knowledge according to [Nonaka, 2001b].

= Embodied knowledge is highly personal and difficult to formalize.
Subjective insights, intuitions and hunches fall into this category of
knowledge.
i.e.: A kitchen chef has a lot of experience in cooking. He has the tacit knowledge of
how to cook a steak. Even if he could formalize a recipe explaining how to cook a
steak, not everyone is able to so, as experience and tacit knowledge are missing.
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However, these three types are related to each other and the nature of “knowledge” depends
on the transfer and communication mode.

3.2.2.2 The application type

The nature typology discussed in the previous section distinguishes between only the
different status, source or characteristics of the “content”. The typologies do not represent the
degree of reutilization, but the humans’ needs and use of knowledge are the key for an
efficient Knowledge Management. Therefore, a new notion of knowledge typology is
introduced that distinguishes two different kinds of knowledge reutilization: [Busch, 2006a]

Needed and Desired knowledge:

e Knowledge that is needed (required) for work activities. Without it, the activities
cannot be done. The importance is that it has to be produced and (re-)used in order
to get work activities completed. A network for exchanging needed knowledge is
often well established in companies. People work together on the same project or
on the same team and share their knowledge along these axes.

e Knowledge that is desirable to improve the quality of work activities. This
knowledge is not necessary to be re-used as it does not directly influence the work
activities. But the (re-)use of this knowledge could improve the results, save time
or prevent the same errors from recurring. The network is often not clearly
identified and the knowledge producer is often not known. This knowledge is
produced on similar projects or teams that are separated organizationally.

Needed and desired knowledge could be transferred in an implicit or explicit way. In the
following figure, examples for the diffusion of needed or and desired knowledge in an
explicit and implicit format are illustrated:

regular informal exchange regular formal exchange
-on the telephone -by documents
-in trainings -by papers
Needed - in meetings -by presentations

-by contracts

irregular informal exchange | irregular formal exchange

- coincidental exchange, i.e., at -by documents
the coffee machine -by papers
Desired -in meetings -by presentations
- on the telephone -by contracts
Implicit explicit

Figure 19: Source of knowledge in its usage and its form
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The exchanged source of knowledge could be the same or similar. Furthermore, the source is
independent of the usage type. It is therefore the significance interpreted by a human that
gives the usage type to knowledge. On one hand, knowledge could be primordial to do a
project or to continue a process. On the other hand, the same knowledge could be a surplus
value for another employee that he could profit from, in order to avoid making the same
errors or doing the same work over again.

Globally, knowledge that is directly necessary for the daily work will be organized in an
adaptive way to its specific context, meaning that knowledge finds its own way to get used by
an intended receiver. This statement refers to implicit processes that were established over
time and that employees are used to. They know which information has to be sent to which
person to continue the process. The way knowledge finds its way is not optimal and could
take time and some work probably has to be executed twice, but generally an informal
network is established to support the implicit processes. Desired knowledge is often badly
shared and diffused. Knowledge sharing is done by humans during daily work by talking,
discussing with colleagues, giving advice, or writing and sending documents. The manner in
which knowledge finds its way to its intended receiver depends on the methods used in a
context.

Additionally, knowledge that is neither easily interpretable nor accessible for an employee
and represents a desired knowledge will not be shared, as the effort to share this knowledge is
estimated too highly.

This induces the reflection that a knowledge sharing method should especially improve
the diffusion and reuse of desired knowledge by capturing it as needed knowledge.

The difference between desired and needed knowledge seems to be simple. In fact, there
might also be an example to prove the opposite - that desired knowledge was successfully
shared without capitalizing it as needed knowledge. The distinction between needed and
desired knowledge has the objective and implies the statement that knowledge management
activities should first of all improve the exchange of needed knowledge and then reuse this
knowledge for a desired knowledge exchange. The notion of “needed” implies an importance
and therefore a utility for the concerned employees. Even if the distinction of these two types
might sometimes not be obvious, the use depends on the context and the possible application.

3.2.2.3 The source type
Within the knowledge of the company, a distinction can also be made between individual and
collective knowledge:

» The individual knowledge is often tacit knowledge of persons. This knowledge, with
an explicit character or not, can be shared with the other persons or with the groups of
persons. The notion of sharing is essential.

= The collective knowledge is mostly constituted by explicit knowledge. This

mechanism of sharing is a transformation of the individual knowledge into collective
knowledge [Dieng-Kuntz, 2002]. The constitution of collective knowledge is then
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made by a series of interactions between the tacit and the explicit and between
individual knowledge. The collective knowledge is called by certain authors [Nonaka
et al., 1995] “organizational knowledge”.

The notion of “collective” knowledge was enlarged by [Gardoni, 1999], who introduced the
notion of “project knowledge” as different from the technical domain knowledge. It consists
in keeping information in a certain context (a solution responding to a problem, a problem
descending from an error).

This notion is applied not only to projects, but also to the whole company by different authors
and known as “‘organization’s memory” or “enterprise’s memory”:

Tarondeau [Tarondeau, 1998] defines organization’s memory as a knowledge bearing and a
structured withholding or process composed in three phases (acquisition, storage and
retrieval). [Dieng et al., 1998], [Dieng, 1999], [Dieng et al., 2000] and also [Matta et al.,
1999] give definitions for this subject as follows: “The enterprise’s memory is a knowledge
engineering approach sustained on the knowledge capitalization in order to construct an
enterprise’s memory. The goal of the construction of an enterprise’s memory is to keep
information in time as a memory of produced knowledge within the company”.

The management of these characteristics in order to initiate a knowledge reuse is
implemented in some Knowledge Management models. Characteristics and development of
Knowledge Management models are explained in the following section.

3.2.3 Knowledge Management models

In the section of Knowledge Management, many different models are also known. Frank
[Frank, 2003] wrote, “There is not a common standard way of characterizing knowledge
manipulation activities. This is also due to the different knowledge concepts and levels®. (cf.
appendix 7.6). He and [Jaime, 2005b] compared different KM models and activities for each
model. As a conclusion, they determined that a wide variety of activities exist in each model.
The produced models are often adapted to a specific application situation of Knowledge
Management aspects and therefore are more or less concentrated on one of the three aspects
(Creation, Diffuse, (Re-)use). Some authors are more focused on the capitalization aspects,
others on the retrieval aspects and others on the direct communication or diffusion of
knowledge.

One of the major critical points on the famous models from, i.e., Nonaka [Nonaka et al.,
1995], Romhardt [Romhardt, 1998] or Grundstein [Grundstein, 2000] is that they are linear.
In actuality, knowledge flow does not follow a certain direction. Knowledge is quickly
obsolete and only temporally stabilized, as explained in the given knowledge definitions.
Knowledge Management models have to take into account the changing nature of knowledge.
Dave Snowden [Snowden, 2004], [Schiitt, 2004] therefore proposes a Knowledge
Management model that characterizes knowledge based on its context and its perspective of
change:

= Chaos: fast changes, quickly obsolete = act, use
= Complex: unclear, confusing dependencies = probe, use
= Knowable: improve, share = analyze, reuse

= Known: standardized, share = categorize, reuse
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This is illustrated in the following figure:

a8l

Knowable
Systems thinking, Learning
Organisation, Scenarios
Analytical/Reductionist
EXPERT COMMUNITY

Oligarchic Leadership

Complex
Perspective filters, weak
signal monitoring
Pattern managamenr
SHADOW COMMUNITY
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Probe — Sense — Respond Sens e_— Analyse - Respond

Chaos
Rapid Action, creating
stability, creativity
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Charisma and/or T NNy

Act- Sense - Reépond

Known

standard Operating Procedures,

Process Management

Legitimate best practice
BUREAUCRACY

Sense - Categorise - Respond
Figure 20: “Cynefin” model according to Dave Snowden [Snowden, 2004], [Schiitt, 2004]

Applied Knowledge Management activities should be adapted to each of the given typologies
in the model (chaos, complex, knowable, known). But each domain has to deal with changes,
and therefore the nature type of identified knowledge and knowledge creation processes
could change. Standard Knowledge Management models and their related activities of
capitalization, diffusion and retrieval could then become obsolete and would need to be
adapted to the changing environment. Best Practices of Knowledge Management activities
are important, but they should not be applied without respecting and analyzing the context.
Knowledge Management activities that improve the knowledge capitalization in order to keep
it current will probably be badly adapted to a chaos or complex environment, as in this
environment knowledge exchange will be shared in an implicit way. Therefore, it is
important to respect the context and application field of knowledge management activities in
order to introduce a knowledge sharing.

3.2.4 Knowledge Capitalization

The main goal of typical current Knowledge Management initiatives is to enable a better
knowledge sharing. Drivers for the introduction of Knowledge Management included the
potential for reduction of

(1) Costs for duplication
(11) Loss of knowledge when key people leave a company
(iii))  Time needed to find correct answers

This has led to many efforts for capturing, storing and making knowledge accessible. But
knowledge is not an object in the real world. It is related to humans and “people can’t share
knowledge if they don't speak a common language” [Davenport et al., 1998]. It could
therefore be beneficial to find ways to profit from the knowledge produced. However,
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Wunram [Wunram et al., 2002] indicates that “the approaches that start with the goal of
capturing all the knowledge of the employees are predetermined to fail,” as only knowledge
is capitalized and the reuse is not supported. The constructed knowledge in an organizational
memory is therefore useless as it is not accessible or internalization is not supported.

Therefore, two major aspects have to be combined and are in interaction with each other for
an efficient knowledge sharing:

= Knowledge capitalization aspects
= Knowledge retrieval aspects and the importance of context

In the following sections, these two aspects are characterized. Additionally, the use of
ontologies is explained to support the capitalization and the retrieval by keeping enough
contexts to the information, structuring them and defining relations in order to help
internalizing the information to build knowledge.

3.2.4.1 Knowledge capitalization aspects

A mechanism of formalizing knowledge is called “knowledge capitalization” [Fouet, 1997].
The knowledge capitalization allows reusing the given domain knowledge, previously stored
and modeled, to re-use it in new tasks [Simon, 1997]. Le Cardinal [Le Cardinal et al., 1997],
finds the interest in productive capital in the word “capitalization”. Barthés [Barthes, 1997]
has the same point of view: “The capitalization is to constitute a capital that will be valorized.
The engineering approaches for the conception domain are based on the principle of
capitalization”. Grundstein [Grundstein, 2000] wrote, “One has to insist on the fact that
knowledge capitalization is a permanent problematic, always present in the activities of each
individual that should more and more influence the management functions”. Associated with
this first definition, he proposes also a precise definition of the notion ‘“knowledge
capitalization™ “to capitalize knowledge, it means to judge some produced and used
knowledge as enterprise richness and to profit from it by contributing to increment the capital
value” [Grundstein, 1995].

The capitalization is oriented on a surplus value by formalizing and keeping the capital
knowledge within an organization in order to apply and to use it. But to reuse this capitalized
knowledge, it is also important to understand and know the context in which the knowledge
was capitalized. This importance of context is detailed in the following section.

3.2.4.2 The importance of context

Even if the knowledge is already written down, it is not guaranteed that knowledge is also
easily diffused and reused. A Knowledge Management approach should first of all identify
and respond to the knowledge needs of an employee, as already mentioned in this work.
Furthermore, the goal of knowledge sharing, also called knowledge communication
[Schraubner, 2004], is to guarantee a correct knowledge transfer, meaning re-building the
initial knowledge held by the sender for the recipient. The objective is to create a collective
knowledge.

The process of knowledge creation by internalizing explicit knowledge can result in different
knowledge, depending on the context of the internalizing human, because the real element
that is transferred is not the knowledge, but information: Implicit knowledge could be
formalized and be explicit, conserved, and in consequence shared and cycled between
different persons. The possibility to represent and distribute the explicit and formalized
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knowledge allows access to this knowledge. This access allows for elaboration of new
knowledge. The consequence is that knowledge could be “reinvested” and thereby produces
more knowledge. But explicit knowledge is diffused in the form of information and could be
interpreted differently by employees to build knowledge [Busch et al., 2003]. The knowledge
creation depends on the context. If an employee is able to create knowledge based on
transferred information, it is necessary to give enough context to the information to be able to
reconstruct the initial formalized knowledge [Busch et al., 2004a] [Reinhardt, 2004].
Knowledge is manipulable and transferable, but it depends on the context used for the
internalization: ““Context is the idea that a declaration or an idea has a signification in a
relation with its form. The context refers to necessary information to do a significant
declaration. The information allows reconstructing the declaration sense are called context™
[Landauer, 2001].

Two types of context in relation to the defined notions of knowledge are distinguished:
information and data (see section 3.2.1): On one hand, the notion *‘contextual data”
transforms data to information by adding a signification. On the other hand, the notion of
““contextual information” allows reconstructing the initial sense of the information without
knowing it, meaning building the initial knowledge based on information and contextual
information. This is important to understand information and the art of creating knowledge.
Related to the given example in section 3.2.1, a contextual data could therefore be “°C”, by
adding these symbols to the number 25, information is created (“25 °C”). Furthermore, the
information “the water temperature is 25 °C” could have a different sense by adding
contextual information such as “in the winter” or “in Sweden”.

knowledge

Knowledge Contextual

knowledge

Enowlethe

capitalzation

information

intermalization information

information

Information and

Context transfer

Contextual
data

data Data aml >
Context transfer

Figure 21: Knowledge diffusion process [Busch et al., 2004a]

Often the transfer process is not examined and Knowledge Management models do not detail
this fact like the models from [Nonaka et al., 1995], [Romhardt, 2002], [Snowden, 2004]. It is
sometime a misleading hypothesis that everyone interprets the information in the same way,
as everyone could be able to internalize the information and rebuild the initial knowledge of
the author.

Currently, in the literature, especially the occidental literature, the knowledge diffusion is
based on the explicit aspect. The knowledge is considered as a formalized object and
perfectly internalizable.

Knowledge is not directly transferable and there is no way to control the knowledge
internalization of a user. This implies that knowledge cannot be explicit and cannot directly
be measured by explicit numbers or statistics (cf. section 4.4.4).
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Context is therefore important for the capitalization. The degree of context needed depends
on the type of knowledge object that will be capitalized, as explained in the following section.

3.2.4.3 Which knowledge to capitalize?

As in occidental countries, information exchange is often executed through formalization;
some produced knowledge is already capitalized. However, a great amount of the knowledge
produced during processes remains barely capitalized. Furthermore, even if the knowledge is
already capitalized, it is not guaranteed that it is also easily accessible and easily shared.
Today, in the concurrent engineering environment, it is important to share knowledge as soon
as possible: The capitalization and sharing of knowledge at the end of a project could be too
late. Problems that have occurred during the project are either not capitalized at all or are
capitalized very late with this approach. Furthermore, during the whole project, a similar
project could not profit from it. Therefore, a capitalization during daily work activities is
important.

In daily work activities, information represents an input for an employee and it is transformed
into new information that represents the output. This process is supported and executed by
different tools as shown in the following figure [PMI, 2002]:

input tools output

Figure 22: Principle of information transformation via tools [PMI, 2002]

According to the PMI figure above, information is transferred to new information based on
used tools. This represents the treatment of information in daily work: An employee receives
information. Supported by tools, he will transform the information to an output. The
information is therefore transformed and manipulated to new information.

In the following, an overview of some typologies of knowledge objects that should be taken
into account for a knowledge sharing approach is distinguished:

= Final objects
Final objects represent the end result of an information creation process. Final objects

are produced to be diffused and should be contextual enough to be understood by the
receiver, who is probably not familiar with the subject. [Dieng et al., 2000]
distinguishes globally different sources as textual documents, physiques elements,
meetings and discussions:

e Textual documents constitute a large source part of knowledge in an
enterprise. They could be represented in electronic form or paper. It is
important to define an access method for this knowledge to diffuse it.

e Physical elements could be prototypes. It is important, in certain cases, to
keep a trace of these elements and of the development.

e Meetings and discussions are characterized by an information and
knowledge exchange. It is interesting to keep the context of these events in
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the form of reports because they represent an elaborating source of new
knowledge.

e There are also other information sources as graphical information. The
different information sources and knowledge also depend on activities of
the enterprise.

Intermediate objects

[Jaime, 2005a] wrote that “the sociologists Star, Jeantet and Vinck identified the role
of objects during the modeling and design of future products. They describe these
objects as communication vectors between different actors and different conception
phases and call them “intermediate or border objects”. Independent of their form
(planning, functional diagrams, language, etc.), their origin or their destination, these
objects are interconnected to the reality of the process. In fact, the intermediate
objects cannot be isolated from the process and vice versa. As communication vectors,
intermediate objects structure the conception network relations and as a model of
future products, they represent the conception evolution™.

However, all objects do not have the same characteristics during the design. The
characteristics depend one the properties of the objects and the action situation where
they are used [Vinck, 1995]. Therefore, intermediate objects represent a partial result
of a process and are destined to be diffused and reused by other actors working on the
same or similar project.

Knowledge artifacts

Different studies describe the fact that collaborative activities are guided and
“supported” by artifacts along the conception process. [Groleau, 2002] says that
“artifacts are repositories of knowledge constructed in durable material form”.
During the execution of processes, a great number of artifacts are produced. [Jaime,
2005a] defines that an artifact is an ““element having a material form (or a virtual
form, as it can also exist only on a computer system) which can convey a part of the
knowledge held by its author, provided that its receiver knows the context in which it
was conceived and has the necessary knowledge for its interpretation”. In this sense,
artifacts are ways of translating a part of their authors’ knowledge in order to give a
representation that can be stored and potentially shared and re-used. Artifacts
represent therefore a part of the initial or global knowledge, but they are not destined
to be diffused in the sense of representing results, project milestones or similar
information. Artifacts are more likely diffused within the same team, working with
the same objectives on the same project. However, to exchange and diffuse artifacts,
context becomes primordial to guarantee that the receiver will be able to internalize it.
Even then, the receiver should also know the sender’s context such as, for example,
competence, current projects, previous results, etc.

To share each of these knowledge objects, the difficulty is to store these objects with enough
contexts in order to allow knowledge internalization for different users [Rheinhardt, 2004],
[Probst, 2002], [Nonaka et al., 2001b]. The importance of context for the three types is
illustrated in the following figure:
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Figure 23: Comparison of needed context for knowledge objects internalization

As illustrated in the figure above, the exchange of final objects does not need a lot of context,
as final objects represent a good, a service, know-how (such as fabrication processes, etc.),
and the object should contain enough context so that it is “self-explanatory”. During the
development of a final object, intermediate objects are created to represent project milestones,
first results, etc. Therefore, the diffusion often concerns the same team members with
different competencies. The diffusion of intermediate objects should therefore contain more
contextual information. The artifact is a “result” that is exchanged within the same team in
daily work, so the context must be known and understandable in order for employees to be
able to internalize these knowledge artifacts.

Contextual information could be found within the information object. A more appropriate
method that is also used for the knowledge retrieval is the annotation, as explained in the
following section, to identify the “used” knowledge objects.

3.2.4.4 Annotate information

It is difficult to harmonize the individual information storage structure of every member of an
organization to combine them into one unique structure. Although each work is in a similar
context (same company, project, department, etc.), the way the member works could be
completely different. This fact is expressed by different document structures and causes
difficulty concerning the harmonization of the document structures [Busch et al., 2003],
[Busch et al., 2004b].

To create a knowledge base containing documents, it seems to be necessary to abandon the
classic hierarchy. Document classification should not depend any more on a tree-structure. In
fact, they are annotated by attributes belonging to categories which can be used for the
creation of a hierarchy, ex post. In other words, predefined values “annotate” documents and
these values are used for tree-building.

The core concern of IT-supported knowledge sharing is the computer-assisted capitalization
of knowledge and its context [Abecker et al., 1998]. Because information technology may
only deal with digital, preferably highly-structured, knowledge, the typical KM approach
distinguishes between computer-based encoding in an organizational memory and direct
transfer that is done by humans. Structuring the knowledge (formalized as information) can
be done in different ways. A very appropriate way is to use annotations to describe the
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information to classify; three different types of annotation possibilities based on [Gardoni,
1999] are explained thus:

Structured annotation supported through a classification of information:

Information could be described by a predefined list of symbol values. These values
are used to annotate information and are predefined. Only values among the
predefined ones can be used for the information classification. This type of annotation
is often found in internet portals or in forms where the user can choose values among
a list.

Semi-structured annotation realized as free description:

Information could be described by a free annotation. These values are used to annotate
information and are not predefined. Furthermore, they depend on the user and his or
her ability to clearly describe the information. The description can contain values of
the predefined information. This type of annotation is often found on support question
forms to express a problem or remark. This category is called “semi-structured” as the
concept is predefined, but its values and symbols in use could be different for each
user.

Unstructured annotation as free description without any structure

Information could be described by a free annotation of symbol values. These values
are used to annotate information and are not predefined. Furthermore, they depend on
the user and his or her ability to clearly describe the information. The description can
contain values of the predefined information, but the concept for the used values is not
defined, and neither are their values. This annotation is often found in internet blogs
and forums, etc., as information can be posted by every user to discuss a topic,
document, tool, etc. This category is called “unstructured” as the used concepts are
not predefined, and neither are the used values or used symbols. They could be
different for each user.

Additionally, there exist also three types of annotation processes:

Automatic annotation

Information could be annotated and fully automated by an intelligent agent, based on,
for example, Self-Organizing maps'', decision trees'* or ontologies'® based on rules
and data analysis. An intelligent agent annotates the information on a predefined
reference list. These techniques are especially used by search engines in the
worldwide web and the newer generation of search engines in the semantic web.

Semi-automatic annotation (realized by reusing existing data-structures)

" The self-organising map (SOM) is a method for unsupervised learning, based on a grid of artificial neurons
whose weights are adapted to match input vectors in a training set. It was first described by the Finnish
professor Teuvo Kohonen and is thus sometimes referred to as a Kohonen map.

'2 A graphical representation of all possible outcomes and the paths by which they may be reached; often used in
classification tasks. The top layer consists of input nodes (e.g., meteorological observations and data). Decision
nodes determine the order of progression through the graph. The leaves of the tree are all possible outcomes or
classifications, while the root is the final outcome (for example, a weather prediction or climate classification).

" For the definition of “ontology”, please refer to section 3.3.1 ff.
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Information could be annotated semi-automatically by a user and fulfilled or
completed by an IT-tool. A user could therefore annotate information among
predefined categories. An IT tool could accomplish this annotation based on pre-
defined structures. These relations could help to describe the content more precisely.

= No automation
Each annotation is independent. The work is done by a user who cannot profit from
predefined structures. Furthermore, the way annotations are done is completely free
and has no restrictions.

Actually, even if the document is structured, annotated and information is provided in a
certain order, it remains difficult to retrieve a document and to understand its context. A
machine interpretation of an indexation of documents compares only the syntax of words, but
does not understand the signification. To improve this dilemma, recently the use of
semantics'* (description of the nature and the contents of objects) developed in the field of
the Knowledge Retrieval became more and more important, i.e., semantic web' '.

An implementation of semantics is often supported by the use of ontologies, describing the
vocabulary and their relations of a certain domain supported by IT as explained in the
following sections.

3.2.4.5 The use of ontologies for annotation
Ontologies were exploited in Computer Science to enhance knowledge sharing and re-use
[Gruber, 1995], [Fensel et al., 2002]. Firstly, they provide a shared and common
understanding of knowledge in a domain of interest. Secondly, they capture and formalize
knowledge by connecting human understanding of symbols with machine processability. In
this way, ontologies act as a common language between agents (human-human, human-
machine, machine-machine).
The use of ontologies for Knowledge Management offers great advantages. Numerous
applications already exist [Sure et al., 2002], [Handschuh et al., 2003]. [Sure, 2003], Dieng et
al., 2000] give the following definition: “An ontology is an explicit, formal specification of a
shared conceptualization of a domain of interest.”
[Fortier et al, 2002] defines an ontology as ‘“a hierarchy of concepts, relations between
concepts and rules and constraints”.
“A concept represents the relation of an expression to its context. The meaning
triangle (cf. [Odgen et al., 1923], in the tradition of Frege, cf., e.g., [Frege,
1994]) is used to define the interaction between symbols or words, concepts and
things of the world (see figure 24). The meaning triangle illustrates the fact that
although words cannot completely capture the essence of a reference (= concept)
or of a referent (= thing), there is a correspondence between them. The
relationship between a word and a thing is indirect. The correct linkage can only
be accomplished when an interpreter processes the word invoking a

!4 Represent the "sense" contained in the "sign", in an IT point of view; Information contained in Data. The first step in
datamining process is to emphasize the meaning of information drowned in the fuzzy mass of data.

' The Semantic Web is an extension of the current web in which information is given well-defined meaning, better enabling
computers and people to work in co-operation [Berners, 2001]

16 "Of or pertaining to meaning, [especially] in language," from semainein, which is "to signify or mean." During the past
few years, there has been much talk about the emergence of a "semantic Web," a concept championed by none other than
Tim Berners-Lee. Semantic Web applications are intelligent systems where computers can effectively understand the
meaning of the information transmitted, unlike HTML-based systems that are mostly concerned with how information is
displayed.
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corresponding concept and establishing the proper linkage between the concept
and the appropriate thing in the world (= object)” [Sure, 2003].

L

e\.«lgkés r\E.\"fE;.I:S to
Symbol »‘ Object ‘

" stands for

Figure 24: Principle of an ontology: the meaning triangle [Odgen et al., 1923]

The construction of an ontology represents a formalization of a domain-specific vocabulary
(group of symbols) where each symbol is associated to a meaningful reference (concept)
interpretable by a human to associate the symbol to an object in the real world.

Haase [Haase et al., 2004] writes, “Ontologies by nature make implicit knowledge explicit,
they describe relevant parts of the world and make them machine understandable and
processable”.

In the following figure, an ontology and one of its possible instances and relations are
illustrated. The ontology has three concepts: “firm”, “employee” and “job”. Each concept can
evoke different symbols and refer to different object. In this example, the concept employee
refers to the symbol “Hendrik BUSCH” and also to the person “Hendrik BUSCH” in the real

world.

Example for an ontology: Example for arelation in an ontology:
firm STMicroelectronics
staffs offers N
employee job Hendrik BUSCH Researcher
e | SR U
can only have one can oﬁl;-h-a:re one

Figure 25: Example of an ontology and its possible instance

This example might be trivial, as the symbol and the referred objects are the same for the
lecture. But the use of the symbol “jaguar” can represent a car or an animal. The reader is
able to recognize the referred object based on the context of the sentence, but a machine
cannot. In this case, an ontology can help machines to better “understand” the symbol and
associate it to the object in the real word. Furthermore, it can be used to standardize and
clarify the vocabulary used in a domain.

Based on the concepts and the values of an ontology, information can be annotated by
contextual ontology knowledge. This annotation can be done according to different points of
view. The user can annotate the capitalized information according to his personal point of
view in a specific context and also annotate the document with common and shared
categories.

Two major difficulties from using ontologies could appear (cf. section 3.3.3):
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= The first difficulty is to build up a common ontology for a domain to allow annotating
the information among this ontology. These descriptive concepts of an ontology are
meta-data'’.

- Therefore, an analysis must be done to formalize the domain ontology and to
understand which data are used for the classification. An analysis proceeding could
include the analysis of employees’ tree structures to classify documents, the analysis
of currently used IT-Tools and the categories or data structures to store and structure
data, current navigation menus or intranet web-pages, etc.

= The second difficulty is the maintenance and evolution of an established ontology.
Concepts could change and have to be added, removed or renamed. Symbols
belonging to a concept could also evolve and new symbols have to be added, older
symbols have to be removed and existing symbols have to be changed. Depending on
the context of the use, the ontology could be changed and adapted by each user or
only by responsible ones.

—> Therefore, the analysis must be repeated in periodically to update the existing and
constructed ontology by adding new values for each category, erase existing ones and
add or erase concepts and the relations between them.

Ontologies are not only used for the knowledge capitalization, but especially for the
knowledge retrieval as explained in the following sections.

3.3 Practical aspects of Knowledge Management

Increasingly Knowledge Management activities are implemented in companies with new
techniques of Knowledge capitalization and retrieval. Therefore, current techniques of
knowledge retrieval supported by ontologies and by Information Technology are presented.
However, knowledge capitalization needs a human effort and is therefore sensitive to
resistance. Consequently, human resistance and change management aspects against
Knowledge capitalization are discussed. These two aspects has to be taken into account to
design and deploy a Knowledge Management System as explained in the last section of this
chapter.

3.3.1 Knowledge retrieval aspects and the role of ontologies
3.3.1.1 Knowledge Retrieval aspects

A Knowledge Retrieval system is defined as a set of programs which interpret the questions,
search for the information and return the information found to the person who asked the
question [Boyce, 1994]. Furthermore, [Boyce, 1994] suggests that the following components
must be analyzed in a process of evaluation:

" Metadata (Greek: meta-+data "information") means data about data. While this definition is commonly
offered, it is also commonly not helpful. An example is a library catalog card, which contains data about the
nature and location of a book: It is data about the data in the book referred to by the card.
http://en.wikipedia.org/wiki/Meta-data
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= The database,

= The description language of the data,

= The system of Knowledge retrieval,

» The language of communication between the system and the user.

Tague-Sutcliff [Tague-Sutcliff, 1995] defines a Knowledge Retrieval System according to
four functions:

= The collection or the database; its contents, its dispersal, its area;

= [ts description, that is the modeling of documents,

= The type of possible search, the means of access, the indexation, the extraction of
documents, analysis and synthesis of the information of the document to answer the
questions

= The presentation

The computer system is no longer the centre of the system. It is rather a question of analyzing
the entire chain of this system, from the need to the result. Starting with the user needs, it is
necessary to support the verbalization of these needs to adapt a search request to a system that
represents its need.

Recent studies confirm [Sevcik, 2002] that today, the users make 3 clicks and wait 8 seconds
on average to make and obtain the results of a search. This shows a dilemma for the design of
retrieval systems. On one hand, a system which supports at best the need should be developed,
but on the other hand, the same system should not have too complex interfaces to verbalize
the user need.

In the following figure, the verbalization as the main difficulty of this system is illustrated.

document
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Figure 26: System of Knowledge Retrieval

To be able to verbalize and respond to a user need, the systems are often constructed in a way
to respond to a specific domain or kind of search. Therefore, the use of domain ontology
could help to improve the efficiency of a knowledge retrieval system.

3.3.1.2 Ontologies and Knowledge Retrieval

The use of meta-data offers a partial solution of this described dilemma about the design of a
retrieval system. The use of contextual knowledge in form of annotation provided by a
domain ontology subsists on the construction of a knowledge base where information is
stored and structured by ontology knowledge. The use of the domain ontology for knowledge
retrieval allows the integration of the re-use aspects to this knowledge base. Ontologies could
help to support the knowledge retrieval as follows:
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= The ontology concepts could be used to search one specific value of the concept
representing an important contextual information.

= The ontology hierarchy between concepts allows refining the search and increasing
the precision and the quality of the retrieved results.

= The ontology relations between concepts allow navigating and elaborating links
between information that were not known before. These links and navigation
possibilities could be used to discover new knowledge.

Even though knowledge capitalization and retrieval techniques become increasingly efficient,
the deployment of such techniques is confronted to human resistance as explained in the
following sections.

3.3.2 Knowledge capitalization, human resistance and change management

3.3.2.1 Human resistance
The source of knowledge is human, and while knowledge is a competitive advantage for the
company, it is also a personal advantage for a human within a team, for teams within
transversal projects, within the production site, within the company, etc. Knowledge can be
considered as “power” and it can be a personal power or a company’s power. However, one
individual may not be concentrating on the gain of the company, but on personal interests.
Knowledge is often considered as power in a context where it could be applied personally
and/or for the company: an individual may be less focused on the enterprise’s profit
maximization than on personal objectives, such as:

O Maintaining his employment
o Continuing his career
o Improving his competencies

Therefore, an employee could be in a contradictory situation: He could evaluate that
knowledge sharing is a loss of power and consider that knowledge capitalization in the form
of documents to be wasted time, as it does not bring him an immediate surplus value. But at
the same time, an employee wishing to benefit from others by gaining a personal profit and
knowledge formalization allows this knowledge to deepen and clarify. An optimal
Knowledge Management (KM) implementation has to respect this contradiction and develop
a KM method in the following way:

o Knowledge sharing should be part of the personal objectives of each employee
o Knowledge Management activities should be decided and supported by the
management.

Even if the KM is introduced by the management, the knowledge sharing must take into
account the human resistance phenomenon: profit from others without sharing.
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The knowledge sharing in occidental companies is often based on IT tools where users can
store their information [Wenger et al., 2004]. In this case, the “free-rider” problem
(benefiting from others without bringing something) is well known: users want to benefit
from this base without contributing their own results. This aspect is especially critical for the
deployment of such a database, and depends on balance between the time taken for storage
and the profit derived from the retrieval. Even if the database completion doesn’t take a long
time, it is not always guaranteed that it will be accepted and used.

An empirical study [Crel3, 2004] has shown that people do not share their knowledge in a
formalized way, even if they have a significant personal benefit in the future. The reason for
this is that capitalization and formalization takes time as compared to the importance of daily
work activities. Contrarily, a tacit knowledge sharing (meetings, phone, observations, etc.)
between employees in a synchronized way is easier to realize and often the preferred method
for an employee. To guarantee an acceptance of such a database, it should immediately bring
a personal profit to the daily working methods for the employees [Krikel, 1999].

Without methods and techniques to motivate potential users to accept KM methods in the two
axes (capitalization and reuse), the acceptance of such a method could fail. The resistance
problem cannot easily be solved, but the deployment of a KM culture can be a leverage
action. Knowledge exists only in humans, not in technology, and KM therefore needs a
human effort. For the KM success, KM methods either must be integrated in the daily work
of people and give them an immediate personal advantage by using them, or incentives must
be given that motivate employees to initiate knowledge sharing.

Particularly in transverse projects between different employees and organization levels, the
KM activities are precarious because they concern different teams with different objectives.
Moreover, these objectives could be in competition. From a global point of view, the KM can
bring a synergy effect for the total project, but perhaps not for each of the teams. In this case,
the employees are not interested in the KM activities because they do not bring a personal
profit.

Krikel [Krikel, 1999] has shown that employee’s working activities are concentrated on
activities that are recognized by their supervisors. Other activities, even if they are more
important for the company, are not carried out if their supervisors do not recognize their
efforts. Objectives of each team involved in the transversal project are often different and this
makes the application of KM difficult.

To sum up, the management engagement is important motivation to involve the employees in
KM activities, as well as to provide a personal profit or incentives for each involved
employee.

Additionally, KM approaches are often combined with Information Technology (IT) that
implies changes. IT tools offer certain functionalities and will never cover or replace used
functionalities in a free usage. Therefore, a natural human resistance that could be related to
skepticism of IT technology, age, etc., could be expected. These facts have to be taken into
account to implement a KM method and to manage the change (the phase of implementation
and deployment):

“Getting and accepting improved functionalities by giving up flexibility and
accepting a stronger knowledge capitalization”
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should be the key sentence to a successful implementation. Nevertheless, managerial support
is important. But even if the management imposes a new work methodology, it will only be
correctly used if the employees understand the gain and accept the changes. One aspect could
be the improved functionalities. However, different types of changes exist that have to be
taken into account. The different types of changes are explained in the following section.

3.3.2.2 Different types of changes

The change of a situation is not only a short fixed point in time. Moreover, changes take time
to be prepared and implemented. Therefore, depending on the concerned context, different
types of changes exist. In this section, the distinction of Mintzberg [Mintzberg, 1987] is
explained, which distinguishes three different types of change:

» Anticipated - changes that are planned ahead of time and occur as intended.

= Emergent - changes that arise spontaneously out of local innovation and which are
not originally anticipated, intended or planned for the implementation.

= Opportunity-based - changes that are not anticipated ahead of time but are
introduced purposefully and intentionally during the change process in response to an
unexpected opportunity, event, or breakdown.

Different ways are known for managing the change. Here, two rather different kinds of
change management are distinguished, and they are put in relation with the three types of
change (anticipated, emergent, and opportunity-based):

= C(lassical way of change management: managing the change in one fast change
= Modern way of change: Accompanying the change and reacting to different
situations that occur

Classic ways of thinking about technological change have their roots in Lewin’s three-stage
change model [Lewin, 1952] of "unfreezing,” ""change,” and "‘refreezing" [Kwon et al.,
1987]. This model considers that organizations prepare for change, implements the change,
and then strives to regain stability as soon as possible.

Pettigrew [Pettigrew, 1985] mentioned that this model is only appropriated for relatively
stable organizations.

The classical way implies that all change and human behavior could be anticipated and
planned, and the change management could be executed as previewed. Today, however,
enterprises change their organizations permanently, and they are confronted with more
turbulent, flexible, uncertain organizational and environmental conditions. In this context,
such a model is becoming less appropriate, especially regarding the new open-ended and
customizable information technologies supporting the human interaction as Knowledge
Management tools, including groupware tools in particular, as explained below.

The discrepancy of using a classical method of change management

“is also evident when organizations are using information technologies to attempt
unprecedented and complex changes such as global integration or distributed
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Knowledge Management. A primary example of this is the current attempt by
many companies to redefine and integrate global value chain activities which
were previously managed independently. While there is typically some
understanding up front of the magnitude of such a change, the depth and
complexity of the interactions among these activities is only fully understood as
the changes are implemented.”” [Wanda et al., 1997].

In particular, the use of groupware tools providing electronic networks for human interaction
to support communication, coordination, and collaboration between humans cannot be
completely anticipated. During the change and implementation of using such tools, the way
employees use this technology could be different from the initial goal. Additionally,
opportunities could appear to use the technology differently as initially defined:

“Interactive human information technologies are typically designed with an open architecture
that is adaptable by end users, allowing them to customize existing features and create new
applications” [DelJean, 1991], [Malone et al., 1992]. These tools are often used in different
ways across various organizational activities and contexts. As their use cannot be completely
anticipated, organizations need the experience of using these technologies in particular ways
and in particular contexts to better understand how they may be most useful in practice.

This theory is also confirmed by [Autissier, 2003] who proposes a four field matrix to
classify different changes. He distinguishes between four different kinds of changes—
prescribed, constructed, crisis and adaptive—and separates two different axes of change—
the degree of change (progressive or brutal) and the voluntary of the change (imposed or
voluntary)—as illustrated in the following figure:

prescribed change constructed change
- response to the environmental |- organization evolution that
constraints (rules, technology) |changes the way employees
) - 12-36 months represent their enterprises
Progressive - 1-10 years
- culture, client, quality,
process
crisis change adapted change
- dysfunction solution - transformation of practices
- 1-3 months and of organization
Sudden, - accident, burden, client's - 6-18 months
brutal complaints - new information tool
- commercial competences

imposed voluntary

Figure 27: Matrix of change management

As shown in figure 27, information technology is part of an adaptive change. Even if the
supported work methodologies change rapidly, the use of this new tool is often voluntary and
depends on the user. Therefore, the behavior of the user cannot be completely anticipated.
Some employees are early adopters; others need time and are more critical about changes.
These described facts confirm that changes should first of all bring a surplus value for the
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employee. Based on these facts, a change management model is proposed in the following
section, respecting these two aspects:

= @Giving incentives to motivate the employees involved in the change
* Accompanying and adapting the change and its management techniques

The change (and all different types) could be considered as transition phases that have to be
managed. Therefore, a monitoring model is proposed in the following section based on the
discussed characteristics in this chapter.

3.3.2.3 An approach for overcoming human resistance against change

All changes move from the current state, through a transition phase, into the desired
defined improvement state. The attainability of the desired state depends first of all on the
definition of the state. If the state is defined as too radical and abstract, it will not be attained.
A realistic definition is therefore also the base of a change management. Furthermore,
difficulties and opportunities could appear during the change that will influence the initial
defined desired state [Wanda et al, 1997]. It is essential to initiate a change by having a
balance between the human resistance (degree of change), the management support and
the immediate surplus value as described in the previous sections of this chapter. The
change is done over a certain time period (transitions phase). The change has to be monitored
and change strategies and management techniques have to be adapted in order to envision the
initial defined state, as well as taking into account the appearing emergent and opportunity-
based aspects. The change management has to be seen more as an ongoing improvisation
than a short event or point in time. A monitoring model for the change that takes into account
the discussed aspects in this chapter is proposed:

User resistance

anticip ated

6 )

emergent/

opportunity based
Surplus values |

Management support Functionalities

Figure 28: Balance between resistance, management support and surplus value during the transition
change phase

[Argyris et al., 1978] wrote, “People end up responding to conditions as they arise, often in

an ad hoc fashion, doing whatever is necessary to implement change. [...] There is a
discrepancy between how people think about technological change and how they do it.”
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In many situations, predefining the technological changes to be implemented and the
organizational impact is not feasible, meaning that models of planned change that often refer
to implementations of new technologies are less than effective. It would be more appropriate
to think about change that reflects the unprecedented, uncertain, open-ended, complex, and
flexible nature of the interactive human information technologies and organizational
initiatives involved, as shown in figure 28. This is suggested as a monitoring model
applicable periodically during the transition phase of the change.

These discussed aspects'® have to be taken into account to design and implement knowledge
management systems.

3.3.3 Knowledge Management Systems supported by IT
3.3.3.1 Goals of Knowledge Management Systems (KMS)

Knowledge Management Systems (KMS) refer to a class of information systems applied to
managing organizational knowledge. They are IT-based systems developed to support and
enhance the organizational processes of knowledge creation, storage, retrieval, transfer and
application [Alavi et al., 2001].

Currently, the technology relative to the "handling" of information has become more and
more successful and should no longer present major technical problems concerning the
realization. Nevertheless, it is still difficult to adapt the system to the human needs and
behavior.

The most crucial aspect is therefore to adapt information technologies supporting Knowledge
Management activities to a context, especially to the organization and humans.

The goal of a Knowledge Management System is therefore to improve the knowledge
exchange between different organizational barriers.

'8 The application of the change management principle can be found in section 4.2 for a scientific solution and
in section 5.5 for an industrial application
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In the following table the different contexts of knowledge sharing concerning place and time

are compared:

need: face-to-face need: administrative,
meetings filling, filtering
Copy boards Shared Files
PC Projectors Shift Work
Facilitation Services Kiosks
Group Decision Rooms | Team Rooms
same Polling Systems Group Displays
place
need: cross-distance need: ongoing
meetings coordination
Conference Call Group Writing
Graphic and Audio Computer Conferencing
Screen Sharing Conversational
Video Structuring
different | Teleconferencing Forms Management
place Spontaneous Meetings | Group Voice Mail
same time different time

Figure 29: KM tools for different knowledge sharing environments [Johansen, 1991]

Knowledge sharing aspects with the goal to optimize a reutilization should especially
concentrate on this context of delocalized and asynchronous environments. Therefore,
information technology could especially support these activities.

3.3.3.2 Use of Information Technology

Technology cannot solve organizational or cultural problems, but it can help to initiate
and support knowledge management activities.
Most corporate communication systems are built around Enterprise Information Portals that
are ideal for aggregating information and managing content, but they do not guarantee usage
or ensure that important information gets to the people who need it. By another study of the
McKinsey Company [Bartlett, 1996], 80% of IT projects do not influence the return of
investment (ROI) of a company.
According these studies, IT is often used to manage and organize information without
supporting the information used to build up knowledge. Information is structured, stored and
conserved in time, but the way employees retrieve and reuse information to build up
knowledge is not supported. However, the knowledge requirement should be the initial
driving force for IT projects to improve the quality, reduce cost, etc., to create synergies and
surplus values supported by IT projects.
The difficulty of introducing a Knowledge Management System (KMS) is to introduce in the
system pertinent information, as well as to change the culture of employees to use such a
system. The satisfied employee’s need is a key factor to guarantee success (acceptance by the
users), as explained in the previous sections. The barrier of the introduction of such a system
is already high enough, because it is not only a question of changing the working method, but
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also of changing the culture and motivating the employees to re-use the results of their
colleagues.

Tiwana [Tiwana, 2002] proposes a list of some relevant Knowledge Management
technologies which can contribute to the construction of a Knowledge Management platform.

= Intranet: distribution, connectivity, publishing.
=  QGroupware

=  Web/ Video conferencing: dialog.

= Business intelligence

= Data Warehousing: knowledge discovery.

= Expertise pointers

= Expert systems

= Document management

In practice, there are often many obstacles that prevent the collective knowledge building:

o A variety of information systems exist without interfaces between them.

o Users do not know where to store or to look for information.

o User rights are often restricted, so that users cannot get all the information they are
looking for.

o Projects are often classified as highly confidential, and intermediate results are not
communicated.

o Companies operate in many different countries and need to deal with significant
culture and language barriers.

o Knowledge is not always formalized and it is difficult to identify people with a
specific knowledge.

o Subcontractors and partners must access some pieces of information, but this
information is protected.

These facts are also a proof that IT is often implemented in order to capitalize knowledge, but
the knowledge reutilization process is not supported. Quite the contrary, the diffusion is more
restricted because of access rights. The importance is therefore the knowledge production and
reutilization, and secondly, IT should be adapted to the given context that will be supported
by IT.

3.3.3.3 The implementation of Knowledge Management Systems

There exist various proposals for methodologies that support the systematic introduction of
KM applications into enterprises [Sure, 2003].

[Staab et al., 2003] mentions that these methodologies include two different aspects as shown
on the left side of figure 30:

» The “Knowledge Meta Process” addresses aspects of introducing a new KM
application into an enterprise as well as maintaining it.
* The “Knowledge Process” addresses the handling of the already set-up KM solution.

The Knowledge Meta Process should have its focus on knowledge identification. The

Knowledge Process should rather stress the knowledge creation. The implementation of a
KMS is therefore a combination of these two processes: “Two orthogonal processes with
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feedback loops” describing an implementation of KMS in enterprise and adapting the
proceedings based on past experience. This process takes into account the explained facts on
“change management” in section 3.3.2. A KMS-IT solution will be adapted according to the
knowledge Meta Process, but it must also take into account the human aspects and the
software engineering aspects. A KMS system is NOT a software tool. A KMS describes the
permanent interactions between human behaviors, software engineering and the knowledge
meta process as shown on the right side of the following figure (see figure 30).
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Management f
Application +
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Process £
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Process

Figure 30: Knowledge Meta Process for KMS implementations [Sure et al., 2002], [Sure, 2003]

Only a permanent adaptation and survey of the knowledge and the knowledge Meta processes,
as well as a combination of human behavior, technology and these changing knowledge
processes, can guarantee a KMS adapted to an organization’s context.

The knowledge process, meaning the knowledge that is managed through the system can
evolve; therefore the knowledge Meta process will also evolve and change. The change of the
Knowledge meta process could change the way knowledge is managed through the system.
Therefore, a monitoring of both knowledge process types and their interfaces should be done.
Furthermore, the software engineering approaches could also change by using new
technologies that could impact human behavior. The IT application supporting the KMS must
also be monitored and compared to the analyzed knowledge Meta and knowledge process.
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3.4 Synthesis of Knowledge Management aspects and the need
for integration in other domains

In the previous sections of the literature acquisition chapter, a wide overview of different
dimensions and terms related to knowledge management was given. Currently, no common
consensus of knowledge management exists. The definitions and models that are used often
depend on the applied context. However, all knowledge management approaches concentrate
on filtering the pertinent facts within the mass of information and supporting knowledge
sharing within an organization. Therefore, it is often important to create an organization’s
memory to support the knowledge diffusion in order to transform individual knowledge into
collective knowledge. However, no standards are defined for these transformations, and
knowledge could be transferred into an implicit or explicit means supported by a variety of
methods and tools.

In the last years, the application of ontologies to capitalize, annotate, and share knowledge
has become increasingly important for explicit knowledge sharing. Even though knowledge
management techniques have become more mature, however, models or guidelines for the
application of knowledge management are still lacking. Especially, a possible human
resistance against knowledge capitalization is not often taken into account. Therefore, the
distinction of needed and desired knowledge was proposed. The application of knowledge
management should, therefore, concentrate on supporting the needed knowledge exchange
that could be reused later as desired knowledge. Managing this type of knowledge, combined
with surplus value, facilitates the integration and will minimize resistance against changes.

Companies have often introduced knowledge management as a stand-alone discipline with
dedicated tools for knowledge sharing. The goal, however, is to capitalize the maximum
amount of useful knowledge. This knowledge is produced during different activities in daily
work. Consequently, knowledge management activities should be integrated into each
activity of daily work.

In this work the produced knowledge that is analyzed is related to the experimental processes.
Employees are involved in different processes, and their daily work represents activities in
these processes. Therefore, the source of knowledge production is in these processes. In order
to apply knowledge management to this context, a deeper theoretical reflection about the
characteristics of these processes is required. Consequently, aspects of business process
management and the current solution for applying knowledge management to business
process management are discussed in the following sections.
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3.5 Business Process Management concepts

Organizations increasingly automate their business operations. Such business processes are
typically of long duration, involve coordination across many manual and automated actions,
and require access to several different databases and the installation of several application
systems. A typical business process may consist of many different transactions. Coordinating
the entire process correctly and efficiently places demands on the organization’s IT.
Therefore, an overview about Business Process and Business Process Management is first
given. An implementation of business process management via IT is also discussed, as well
as current solutions of combining knowledge and business process management.

3.5.1 What is a Business Process?

There are many different kinds of procedures used to describe the way work is done in an
organization. Some of the procedures are inherently vague (since no individual really
understands how the work is accomplished), while others are highly refined and highly
specified to ensure rigid and predictable execution of the procedure. [Nutt, 1996].

Before giving and discussing other definitions of Business Processes, it seems interesting to
explain the notion of “project”.

[Kerzner, 2003] defines a project as “a temporary endeavor undertaken to create a unique
product or service. It can also comprise an ambitious plan to define and constrain a future by
limiting it to set goals and parameters. The planning, execution and monitoring of major
projects sometimes involves setting up a special temporary organization, consisting of a
project team and one or more work teams. A project usually needs resources”.

He mentions that projects are described by the following characteristics:

= Have a specific objective to be completed within certain specifications
* Have defined starting and ending dates

= Having funding limits (if applicable)

= Consume human & non-human limits (i.e., money, people, equipment)
= Are multifunctional (i.e., cut across several functional lines)”

The notion of a project is more focused on the planning and resource aspects of how the work
is organized. A business process is more focused on the dependencies and structures of
actions and the procedure of how work is done as explained in the following. However, they
have common aspects and sometimes a distinction can be difficult.

In the literature, different definitions exist. Here, an overview of current business process
definitions is given. The process notion is oriented to applied procedure, rules and specifics
that define the nature of the process:

= “A business process is a collection of related structural activities that produce
something of value to the organization, its stake holders or its customers. It is, for
example, the process through which an organization realizes its services to its
customers. It is therefore a recipe for achieving a commercial result. Each business
process has inputs, method and outputs. The inputs are a pre-requisite that must be in
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place before the method can be put into practice. When the method is applied to the
inputs, then certain outputs will be created.” [Wikipedia, 2006c].

= “A business process is a procedure where documents, information or tasks are passed
between participants according to defined' sets of rules to achieve, or contribute to,
an overall business goal. A business process is represented as a process with a name,
version number, start and termination conditions and additional data for security,
audit and control. A process consists of activities and relevant data. Each step within a
process is an activity, which has a name, a type, pre- and post-conditions, scheduling
constraints and a role. The role determines who will execute the activity.”
[Hollinsworth, 1994].

= Jacobson [Jacobsen, 1995], on the other hand, describes a business process as “the set
of internal activities performed to serve a customer.”

= [Hollinsworth, 1994] defines a process as a “set of partially ordered activities
intended to reach a goal” and “a business process is a collection of activities that takes
one or more kinds of input and creates an output that is of value to the customer. A
business process has a goal and is affected by events occurring in the external world
or in other processes”.

= This contradicts slightly a later definition given by Eriksson and Penker [Eriksson et
al., 2000], who say that a business process emphasizes how work is performed rather
than describing products or services that are a result of a process. A business process
entails the execution of a sequence of one or more process steps. It has a clearly
defined deliverable or outcome.

| These definitions are very similar. In this work, the notion “Business Processes” is used for a
procedure that defines the exchange of information in a predefined work order, executed by
humans, with the goal to optimize the productivity to produce a good or a service for each

activity of an employee related to the business process.

Two different notions are related to the notion “business process”: A business process model
is a formal description of a business process or procedure. A process instance is one
execution of a process model. That is the major difference between the specification and the
tools for BPM. The instances are therefore different as different employees could be involved
and the produced good or service could change, but the way the process instance is executed
is pre-defined by the process model.

! Author’s Remark: the exchange of information in business process is not always defined. This definition
refers therefore to a procedure how information should be exchanged in the best way in a repetitive context.

87



3.5.2 What is Business Process Management?

Different definitions of business process management (BPM) exist in the literature. The term
Business Process Management is still not well defined and depends on the application context
and has different significations. Probably for these reasons, most of the existing
classifications are based on the intended use, meaning on the point of view of the author in
applying BPM. Some authors include the analysis (Business Process Analysis or Re-
Engineering (cf. section 3.6.1)) of a context in the activities of business process management.
Other authors consider only the technical aspects by IT as BPM. Following are some
different citations to explain approaches and understandings of Business Process
Management:

= Business Process Management (BPM) is the practice of improving the efficiency and
effectiveness of any organization by automating the organization's business processes.
BPM used to be also known as Business Process Reengineering (BPR) [Anupindi et
al., 1999].

= Business Processes are market-centered descriptions of an organization’s activities,
implemented as information processes (create, process, manage, and provide
information) and/or material processes (assemble physical components and deliver
physical product). A business process is triggered to fulfill a business contract or
satisfy a specific customer need. [Media-Mora et al., 1992]

= A Business Process Management System is a collection of activities organized to
accomplish a business process. A task can be performed by one or more software
systems, one human or a team of humans, or a combination of these. Human tasks
include interacting with computers closely. A process is composed as a predefined
order of tasks. Each task is assigned to a role. A role can be assigned to a group of
persons or to only one person. Georgakopoulos [Georgakopoulos et al, 1995]

= “An organization has a purpose. In order to achieve this goal as efficiently as possible,
the work is broken down into a number of discrete functions. All functions work
together to contribute towards the purpose of the organization. Each of these functions
will have its own purpose and responsibilities, which contribute to the overall goals.
In order to fulfill those responsibilities they create a number of processes, or ‘way of
doing things in a repeatable manner’.”[Eriksson et al., 2000]

In this work, the notion “business process management” covers the whole domain of business
processes, including the “theoretic, strategic part” of optimizing and re-designing processes
“process analysis or business process (re-)engineering” and also including the “practical,
operational part” of managing and executing processes often supported by IT systems.
Furthermore, these two aspects are explained in section 3.6.1 and section 3.6.2.
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3.5.3 History and future of Business Process Management

Business Process management is one of the areas that, in recent years, have attracted the
attention of researchers, developers and users. [Tersine, 2005] gives an overview of the
development and evolution of the domain of business process management:

= in the 1960s, the industry concentrated on how to produce more (quantity),
= in the 1970s, how to produce it cheaper (cost)

= in the 1980s, how to produce it better (quality)

= in the 1990s, how to produce it quicker (lead time)

= in the 21st century, how to offer more (service)

The term “workflow” began to be widely used in the mid 1980s. The technology evolved
from work in the 1970s on office information systems [Nutt, 1996].

Although modeling was used in the 1990s in connection with business process engineering,
the software tools were limited and not able to use real-world data as input, nor could the
models be converted to production systems. The beginning of BPM was focused on the goal
of automating processes by machines. The first experiences showed that in these processes, a
human activity is still necessary and that the processes could not completely be automated, as
changes occurred and the humans were the flexible element in changing the processes.
Therefore, the business process research domain changed to support a human interaction in
the execution of business processes. As a human interface is still necessary for the process
execution, it is therefore more appropriate to improve the interface between full automation
and human interaction, as well as research the support of flexibility in business process
automation. Today, there exist two main, opposite approaches:

= The approach of a Business process workflow system that supports the execution of
processes by integrating different existing software tools to one and providing the
needed functionalities for a process actor.

= The second approach could be considered as the Business Process activity piloting
where workflow systems manage the flow of a process without providing either
needed functionalities or needed input information. The piloting provides only the
place where information could be retrieved or which functions have to be done, but a
support of the information treatment is not given. (for further information refer to
[Estublier et al., 2003]).

The first approach should be applied to processes that need a simple treatment of information
that could be provided through the action forms and treated through the application. The
important part is a centralization and treatment of information. The second approach
concentrates more on the execution of the process. The process context is very complex and
different sub-processes exist and heterogeneous IT tools are used. It is important therefore to
coordinate the process execution to avoid forgetting the execution of actions. The control of
the complex process is more important than the centralization: Business process systems
could be complex and heterogeneous and the integration in existing systems is too time- and
cost-intensive. Furthermore, it is considered that the actors know where and how the
necessary information could be retrieved. The problem and complexity that should be solved
with this kind of process is the high number of complex processes in parallel. The piloting of
the processes is more difficult than the retrieval of needed information.
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Furthermore, in today’s concurrent engineering, processes are redesigned permanently and
more and more exceptions occur during the process execution. Therefore, today’s
applications are confronted by the need to handle these dynamic aspects of process execution
in order to present and support the real executed processes.

3.5.4 Characteristics of Business Process Management

The fieldwork, together with the study of the literature about the functioning and handling
of business processes, has allowed the highlighting of some important characteristics of such
processes:

Most business process management systems are represented according to four different, but
related, perspectives: functional, behavioral, organizational, and informational [Van der Aalst
et al., 2000], [Media-Mora, 1992], [Curtis et al., 1992], [Bussler et al., 1994], [WfMC, 1996].

The following diagram illustrates this relationship between the four perspectives. This
diagram is essentially a meta-model for business process management systems and could be
enriched depending on the specific context needs:

The Organizational Perspective

- -

Actars Foles

Foutes and
Foles

The Behawiaral
Ferspective

Tools

Action and Data and
Frocesses Documents

S —— e —

The Functional The Informational
Ferspective Fearspective

Figure 31: Four perspectives of a Business Process Management model framework [Zhao, 1998]

The entities of the figure above are explained in the following:

e Actors: An entity (human or computer) that can assume a role. An actor may take
on multiple roles and a role may be assigned to multiple actors.

¢ Roles: A placeholder for an actor that is associated with the execution of a task.
e Action & Processes: a unit of work. In some models, actions are atomic. In other

models, actions are decomposable. In this work, an action in a process can be
decomposable in different functionalities.
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Data & Documents (Information Object): Data or Documents are the information
objects manipulated in an action.

Routes & Rules (Procedures): conditions for starting actions for the functionalities
to be executed. Routes & rules combine data & documents, roles, tasks &
processes and actors. They give rules on how these entities are related and how
they are treated by a business process management system.

Process: A partial or total ordering of a predefined set of activities in combination
with procedures and rules.

Tools: The dependencies between the different described elements (actors, roles,
tasks and processes, information object and procedures) gave a process model
built up with a well defined objective. This model is the basis for a tool managing
business processes.

[Zhao, 1998] describes the four perspectives as follows:

The functional perspective indicates that BPM needs to specify the actions and the
underlying rationale of a process by decomposing high level functions into actions
that can be allocated to human or software agents.

The behavioral perspective refers to the need for specifying when and how the
tasks are performed; these can be specified using process logic in Petri-nets®’, or
other process models like UML [Larmann, 1999].

The organizational perspective seeks to answer the question of who performs
what action and with what tools. In BPM systems, the organizational perspective
involves actors, roles, resources, and resource management rules that can be
modeled with organization charts and object hierarchies.

The informational perspective relates to the business data and documents that are
the subjects of BP activities. In BPM systems, information is usually organized in
object hierarchies or networks and stored in databases or file systems.

The figure above (figure 31) illustrates the different components and perspectives of a
business process model. Nevertheless, Business Process Management Systems generally
employ models that are action-centered. The base of such system is the action related to
humans, the process and the produced information.

Many companies have business processes that are unique to their own business model. Since
these processes tend to evolve over time as the business reacts to market conditions, the BPM
solution must be easily adaptable to the new conditions and requirements and continue to be a

20 Petri nets were invented by Carl Adam Petri to model concurrent systems and the network protocols used with
these systems. The Petri nets are directed bipartite graphs with nodes representing either "places" (graphically
circles) or "transitions" (graphically rectangles). When all the places with arcs to a transition (its input places)
have a token, the transition "fires", removing a token from each input place and adding a token to each place
pointed to by the transition (its output places).
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perfect fit for the company. Furthermore, a business model is also context specific and has
probably to respect local conditions within the business process even if the business process
is globally defined for the whole company. Therefore, the processes within the same
company could be different.

3.5.5 Types of Business Process Management Systems

There are many parameters involved in a Business Process. A widely accepted taxonomy
[Alonso et al., 1997] distinguishes between administrative, ad hoc, collaborative, and
production processes. This classification is often based on the similarity that exists between
different processes. Another way to organize and compare processes is also according to their
task complexity and their task structure. These aspects are illustrated in the following figure:
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Figure 32: A rough classification of Business Process Management system [Alonso, 1997]

In general, administrative processes refer to simple bureaucratic processes where the steps to
follow are well established and there is a set of rules known by everyone involved.

One example is a vacation request by an employee. The process could be very short as a
request is initiated by an employee, validated by a manager and registered by the human
resource. Typically, these processes are very short and always identical, but the number of
executed process per year in companies could be very high.

Ad Hoc processes are similar to administrative processes except for the fact that they tend to
be created to deal with exceptions or unique situations. This depends on the involved users.
For example, simple processes are often structured in the *““plan-build-run” schema. This
type of project could be considered as a process. For each process phase, the structure and
tasks of a phase depends on the project manager and project team and current problems.
Therefore, the execution of processes are differently structured and decided ““ad hoc” for
each process, even if they are similar. Therefore, the notion of “ad hoc” processes refers
more to the notion of “project” (cf. 3.5.1) than to the notion of “process”, as changes occur
and no unique process model exists that is valid for all process instances.

The third class of processes, collaborative, is mainly characterized by the “big” number of
participants involved and the interactions between them. Unlike other types of processes,
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which are based on the premise that there is always forward progress, a collaborative
processes may involve several iterations over the same step until some form of agreement has
been reached, or it may even involve going back to an earlier stage. Therefore, the “ad hoc”
process refers to the notion of “project” (cf. section 3.5.1). Differences between them may
sometimes be difficult to explain.

A good example is the resolving of occurred problems. Each process depends on the problem,
its source and its involved participants. Depending on the importance and urgency of the
problem, the resolving process is different and depends on the participant context. It could be
compared to a workgroup resolving a problem.

Production processes are the high end of these different Business Processes. They can be
characterized as the implementation of critical business processes—that is, those that are
directly related to the function of the organization. Production processes could concern the
fabrication of products in a high volume, as well as the production of a prototype.
Furthermore, a standard production process to produce a good or a service, as well as
production process to produce a specific client’s product, could be distinguished. The goal
and context of the production process might vary, but the procedure on how they are executed
is the same.

Credit and loan applications and insurance claims are the typical examples, but note that the
difference between administrative and production processes is sometimes a matter of
perspective. For example, in credit and loan applications the process of treating a new request
is the process (production process). Each actor involved in the process has his or her own tool
(custom relation management, risk calculation, context analysis, etc). Therefore, the request
treating process could be considered in terms of production processes. However, the process
is not very complex and is always the same, so a consideration as an administrative process
could also be possible.

Usually, when talking about production processes, the main points to consider are the large
scale, the complexity and heterogeneity of the environment where they are executed, the
variety of people and organizations involved, and the nature of the tasks. In particular,
production processes tend to be executed over heterogeneous systems, frequently legacy
applications, and it is very important to have monitoring tools to allow the statistical analysis
of the execution of these processes.

A good example could be the context of this work: the SWR Process at STMicroelectronic.
The production of microelectronic products involves a lot of different steps and actors.
Therefore, the production could be considered as a process. As different tools and actors are
involved, it can be considered as a production process.

The most commonly used types are the production processes as well as the administrative
processes. Production processes represent one of the core domain activities of a company and
will be optimized in permanence. On the other hand, administrative processes are easy to
implement, as they are repeatable and not very complex. The implementation of ad hoc or
collaborative processes becomes increasingly important, but companies don’t spend a lot of
resources on the development and implementation for these processes, and the analysis of
requirements is more important to propose a methodology covering a lot of possible cases of
this type of process. Unfortunately, enterprises don’t spend a lot of money on the analysis of
requirements and therefore the main source of failure is related to a bad requirement analysis
as explained in the introduction of this work (cf. chapter I).

However, the process type doesn’t depend on the result of the process. The process type
represents the work methodology and interactions that are independent from the type of
product or service to produce, as well as from their volume and from their importance.
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Business Processes are profit-oriented procedures within the company, but they don’t
evaluate the results.

Changes could appear in the defined process for all types of different processes. Therefore,
the aspect of flexibility and dynamism is discussed in the next section.

3.5.6 Dynamic Business Process Management (DBPM)

Dynamic Business Process Management (DBPM) has to deal with the paradigm that, on the
one hand, making business functions repeatable has several advantages [Turbit, 2005]:

= By doing it the same way each time it becomes more efficient.

= [t is easier to train people if the process is consistent.

= There is a smaller chance of mistakes if it is done the same way every time.

= Experience allows refining of the process to take into account situations that may be
slightly outside the normal range.

On the other hand, repeatable functions and process executions cannot be implemented, due
to frequent and complex changes that make a standardization impossible.

“BPM not only involves managing business processes within the enterprise but also involves

real-time integration of the processes of a company with those of its suppliers, business
partners, and customers. Furthermore, real life work processes are much richer in variations
and more dynamic than is delineated in a typical process model” [Suchmann, 1983]. This
means that users need to be able to adjust workloads and modify Business Process models on
the fly. In addition, data collected by a BPMS, mainly with process analysis/simulation tools,
about process executions are analyzed to evaluate design alternatives during business process
redesign [Palmer, 1996].

These facts pose at least three challenges for the implementation of dynamic processes:

= The structure of the business process model must be flexible enough to describe
variety in a process design and accommodate exceptions during enactment

= The process modeling facility must be expressive enough to allow analysts as well as
end-users to specify process relatively quickly and easily

= The model must be structured to facilitate process analysis

However, the goal of a business process is to identify repeatable flows in process and propose
models based on these identifications. This gives a very high flexibility as independent
actions that will be structures for each process refer to the notion of ad hoc processes or
“projects” (cf. begin of this chapter). In this work, the flexibility of processes will be
respected, but the goal is to support processes that are repeatable or that have repeatable
parts.

However, Bachimont [Bachimont, 2004] already emphasized that “models don’t model the
reality, but propose instruments to explore the sources that humans put in relation with its
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situation of use. A contextual, unpredictable interpretation and use can’t be modeled”.
Nevertheless, the requirement of supporting the real process can only be satisfied by having a
model approaching the real world process. Therefore, the process model should represent the
real process (in a very detailed way or an abstracted way, depending on the use and goal of
the business process) and changes in the process instances should help to adapt each process
to its context.

Van der Aalst [Van der Aalst, 2000] distinguishes especially between two different types of
changes that have to be supported:

e “Predictable changes”: context changes for a process: “handling modifications of
specifications due to changing conditions”, i.e., duration, actors, data
0 Re-execution of the process or action
0 Decisive process execution (not all actions have to be executed)
0 Tracking of changes and re-execution of actions to allow to keep
information about the changes

e “Unpredictable changes” for the process execution: “dealing with unanticipated
events resulting from an incomplete process flow model.

0 Changes in the business process model — changes will impact new
launched business processes

0 Changes in the business process instances — all current instances will be
modified. These changes are still an unsolved research problem, as the risk
of data incoherence in the business process system is very high and the
decision to re-execute a part of or the whole process has to take into
account the changes of the process flow.

Therefore, business process models must include these changes to get a business process
model that represents the “real” world (identical to the executed processes) as closely as
possible. Furthermore, for a complex process, it might be more successful to use a business
process at an abstracted level in order not to deal with every dynamic aspect as explained in
section 3.5.6. The precision of the business process to the real executed process depends on
the goal of the use of business process.

Therefore, three different approaches of business process management are known [Godart et
al., 1999], [Georgakopoulos, 1999]:

1. Considering the process as action source: adding a flexibility by changing the process
structure. The process is a guide to construct the specific action plans. The user is free
in the order of execution of these actions.

2. Use the process as constraint: a process is defined and cannot be changed. The
process flow (action order) has to be adapted dynamically during its execution.

3. Consider the evolution of the process model: The flexibility has to be modeled and
anticipated. All changes will impact new process’ instances.

These three types are especially important for the application of BPM systems as they impact
the user behavior and should respond to the need of the users.

For a brief explanation of existing projects in handling the dynamism of business processes,
refer to appendix 7.4.
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3.6  Practical aspects of Business Process Management

The application of the domain of Business Process Management to an industrial context is
divided into two different parts:

= (Creation: Business Process Analysis or Business Process Re-engineering to design or
re-design a process model

= Application: Business Process Management System, also called Workflow
Management Systems, to support and control the execution of a process via IT

These domains interact with each other with the goal of defining a generic process model that
could be used to manage process instances via IT. Interactions are especially necessary to
adapt the process model and IT functionalities if the process and user needs evolve, as this
could impact not only the process model, but also the current existing process instances. In
order to clarify these distinctions, the BPR and workflow are explained in the following
sections.

3.6.1 Business Process Re-engineering

Before implementing a business process management system (BPMS), organizations
generally develop a model that provides a visual representation of the system to make sure all
the parts of the process are logically connected and work together well. Therefore, Business
Process Analyzing (BPA), better known as Business Process Reengineering (BPR) has
become increasingly important. BPR is defined as ““Fundamental rethinking and radical
redesign of business processes to bring about dramatic improvements in performance”
[Hammer et al., 1993]. BPA or BPR is often considered as restructuring, reorganization or
automation. In fact, changes initiated by BPA or BPR activities impact the enterprise
processes, the technology, the organization and the culture. “Reengineering became very
popular in the early 1990s, however, the methodology and approach was not fully understood
nor appreciated. Many times, improvement projects labeled with the title "BPR" were poorly
planned and executed. Despite this abuse of the practice, the practice of redesigning business
processes and the associated technology and organizational structure is more popular today
than ever.” [Prosci, 2005].

Different approaches exist for Business Process Re-Engineering as well as different software
tools supporting the process formalization and analysis. Various approaches to BP modeling
can be found in the literature [Reichert et al., 1998], [Sadiq et al., 1999], [Carlsen, 1997],
[Casati et al., 1995], [Kuo et al., 1996], [Rajapakse, 1996].

Today, there is no generally accepted methodology for modeling business processes. Petri
nets are traditionally used to describe and analyze concurrent systems, but different
approaches exist to model the process and system. As there is no current method to represent
and model business processes, there is also no common method for analyzing business
processes, because analysis results include the way analyses are done.

One of the analysis approaches that helps in analyzing the processes and structures and the
interviews conducted with involved actors in order to generate a process model is the method
H, which is presented in the following section.
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3.6.2 Business Analysis approach: Method H

The method H is an analysis approach to formalizing business processes. Its author, Turbit,
[Turbit, 2005] pointed out the problems and suggestions for applying the method H:

“Many Business Analysts start a conversation with employees by asking what they do. The
conversation tends to drift in no particular direction until a thread is sighted, then the BA
follows that thread to the end. The next thread is fleshed out and a similar process followed.
Hopefully, by taking enough random walks around the person’s job, sufficient information
will be collected to come up with a requirement. [...] By applying the method H, the
discussion will start on inputs and outputs but quickly expand to functionality. As data and
business rules emerge, they can be noted. The interviewed person should understand how to
record information into the ‘Model H’ and the type of information that will go into each
box.”

Analysis could therefore go according the following H-structure:

What do you do?

What do you
What rules apply? give other
people?

What do other
people give you?

What do you need to keep track of?

Figure 33: Method H template (Input, transform, output) [Turbit, 2005]

- The left and the right cases, “Input and Output”, formalize the used and produced
information. This can define the scope of a user involvement goal at this process level and
answer the questions “What do other people give you?” and “What do you give other
people?”

- The middle case, “Functionality, business rules, data”, will capture the function of how
input information is transformed, based on business rules and data, into an output. This
analysis should answer the questions “What do you do?”, “What rules apply?” and “What do
you need to keep track of?”

The H-method was applied in order to characterize the experiment processes at STM. It was
not directly applied during interviews, but represented the basis for a structured process
analysis during interviews. However, even if the process and the information are analyzed
though this approach, this approach is not very well adapted to complex processes with a
complex infrastructure or context as production processes®', as the source of information is
not characterized and analyzed. Furthermore, knowledge management aspects are not
implemented in this approach. The goal is to analyze only the process flow and identify
which information is related to each action in the process. A deeper analysis or relation are
not provided, nor are aspects of change management or user resistance respected.

*! For characteristics about production processes refer to section 3.7.5.
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3.6.3 Workflow Management Systems

Business Processes are often supported and managed by IT tools called workflow
management systems. The commercial activities in this area have increased dramatically in
the last few years since the start of the Workflow Management Coalition in 1993 [W{MC,
1996], and are implemented in many organizations. The goal is to support business process
enactment and analysis via an IT tool. To this end, the notion of “workflow management
systems” has been established in the recent years. A workflow management system (WFMS)
is a software component that takes as input a formal description of business processes and
maintains the state of processes executions, thereby delegating actions amongst people and
applications. In this case, the management emphasizes the ability of workflow engines to
control process flows, automatically measure processes, and to change process flows from a
computer terminal [WfMC, 1996]. The workflow management coalition defines workflow
management as “the automation of a business process, in whole or part, during which
documents, information or tasks are passed from one participant to another for action,
according to a set of procedural rules” [WfMC, 2005].

Workflow management systems could be characterized as follows:

= A collection of tasks organized to accomplish some business process
=  Performed by software systems and/or humans

= Composed as a predefined order of tasks

= A task is assigned to a role

= A role can be assigned to a group of person or to only one person.

In general, workflow management systems (WFMS) are used to coordinate and streamline
business processes. These business processes are represented as workflows, i.e., computerized
models of the business process, which specify the individual action steps, the order and the
conditions in which the activities must be executed: the flow of data between activities, the
users responsible for the execution of the activities, the tools to use with each activity, etc. A
WEFMS is the set of tools that allows the design and definition of workflows, their installation
and controlled execution, and the coordination and integration of heterogeneous applications
within the same workflow [Hollingsworth, 1994]. Users interact with the WFMS by
accessing their individual worklists, where they can find the activities for which they are
responsible without necessarily being aware of the higher level process to which the activities
belong.

Galler, Hagemeyer and Scheer [Galler et al, 1995] describe the life cycle of workflows as
follows: “The development of a workflow application starts with analyzing and modeling the
business process. The business process model is the input for the workflow system
development which results in a workflow model, typically implemented in a workflow
language. The transformation of business concepts (expressed in Business Process Models)
into information systems (for example WMS) is not a simple derivation but a creative process
which includes many feedback loops between organizational experts (business analyst) and
technical experts.*

The state of the art in workflow management has been determined so far by the functionality
provided in commercial systems. Paradoxically, this has been a major source of limitations.
Many products were developed without a clear understanding of the user requirements and,
as any serious workflow practitioner can testify, these products were quite unprepared to
meet the demands placed upon them by eager users. To understand this, it is necessary to
understand the background of workflow management.
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In the following, major functionalities of workflow management tools are presented:

= Key Components of Workflow Management: supporting the classical relation and
parts of a BPM model (cf. section 3.5.4: tools, actors, roles, rules, action and process
and data&documents)

= Graphical Process Building, Modeling and Execution: a graphical user interface for
the modeling, but also for the process instances to allow the user to position his or her
work in the process context (the need of the functionality depends on the goal of the
business process management system) (cf. section 3.5.5).

= Customizable User Interface: each user has different actions to do and, for each
action, different functionalities to execute. Therefore, each action interface within a
process should be customizable to show the user the information he or she needs.

= Real-Time Process Monitoring and Reporting: WMS manage a lot of processes at
the same time. Therefore, it is important to provide real-time reporting to give a
synthesized view to the users (action owner and managers of such a system).

= Integration Tools for Linking Existing Business Systems: As explained in chapter
3.5.5, business process could consist of different heterogeneous IT tools. Therefore, it
is important to combine a WMS with current existing WMS and other IT systems in
order to provide the needed information and functionalities through one user interface
in one IT tool. Therefore, the use of ontologies has become more and more important.
In sections 3.2.4.4 and 3.3.1, ontologies were explained and the use of ontologies was
illustrated. [Korhonen et al., 2002] transferred the application of ontologies to the
workflow domain to combine different heterogeneous workflow systems. The goal is
to execute one process over different workflow systems by combining the parts of the
different workflows per system to one process via ontologies. The ontology’s key
concepts are the identified process and the identified task. By completing a task or a
process in a system, a task or process could be opened in another system supported by
the ontology relation. The different processes of different system are linked with each
other over an ontology.

These functionalities should be integrated into a tool that supports the workflow management.
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3.7 The current Knowledge Management practices implemented
in Business Processes

The produced knowledge during each action (artifacts) or the intermediate knowledge
produced in each action, as well as the final knowledge, presents the surplus value in terms of
Intellectual Property for the company (cf. 3.2.4.3). The produced knowledge within a process
is used directly in the same process in order to produce a good or a service. In today’s context
of concurrent engineering, the cooperation, expressed through information sharing across
organizational barriers, becomes more and more important. Two different types of such
systems were previously discussed in this work. The first type (cf. 3.3.3.2) is the unstructured
knowledge sharing practices via groupware, intranet, and document management. Knowledge
itself could be structured within these applications, but the knowledge diffusion is often
unstructured. The second type discussed is workflow systems (cf. section 3.6.3), in which
knowledge diffusion is structured uni-directionally during the process execution.

Groupware systems provide too little structure and guidance, whereas current workflow
techniques are not flexible enough to support virtual corporations, except in a very limited
way. To initiate and improve knowledge management activities in business processes, it is
important to concentrate on both of these factors. According to [Georgakopoulos et al.,
1995], the major differences between process types are:

= Information process complexity

= Access to multiple information systems to perform work and retrieve data for making
decisions (administrative processes rely on humans for most of the decisions and
work performed)

Therefore, the integration of different information sources with the business process to merge
them into the right task, as well as to initiate a re-use for later processes, is important. In the
following, current frameworks of existing combinations are discussed.

Plesums [Plesums, 2002] emphasizes that the “rendez-vous” aspect (automatic matching of
incoming information to the work that is suspended) of workflow management system
becomes increasingly important as today’s information is produced with a large number of
different tools.

The importance of integrating knowledge management into process management has already
been discussed by different researchers:

Zhao [Zhao, 1998] defines a knowledge management model in business process management
systems while concentrating in particular on three different types of knowledge:

e Process knowledge that contains the description of tasks, roles, rules, and routes.

e Institutional knowledge that describes the roles, the actors, and business
procedures and regulations.

e Environmental knowledge that describes the business environmental factors such
as governmental regulations, industrial associations, competitors, and customers.

Knowledge retrieval is frequently only concentrated on the three described types of
knowledge (process, institutional and environmental), often to understand the context or to
get a synthesized view (process state, due date, actors, etc.). During the execution of a
process, a huge amount of knowledge is produced and consumed in later tasks. It is difficult
for an employee to match the incoming information to the right process as well as to check
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each time whether all needed information for a task already exists to start its execution. [Zhao,
1998] calls this a just-in-time knowledge delivery.

It is important to enlarge these perspectives with another one as our field study suggested that
the added value of a process is also the produced result, as these results formalized as
documents contain the Intellectual Property of the microelectronic fabrication processes.
These categories also match the defined perspectives in section 3.5.4: functional = process
knowledge, organizational - institutional knowledge and behavioral - environmental
knowledge.

These perspectives are enlarged with another one as the field study suggested that the added
value of a process is particularly the produced result:

e Information perspective - Content knowledge that represents all data and
documents produced during the execution of a business process as well as
contextual information to describe and structure the context of a process and its
produced information

3.7.1 Observations of relations between changes in processes and
information

For each action it will be determined where the information comes from, and which actions
have to be finished in order to open the following actions(s). This analysis helped to
formalize conditions for the opening or re-execution of actions. The obtained results are the
conditions for opening an action.

A task can be opened if:

o all required previous tasks are finished
o all needed information is available

Information changes could cause a re-execution of the process or of a part of the process. The
workflow execution depends not only on the task order and the process flow, but especially
on the information and its changes.

This information dependency does not only exist within a process. It could also exist between
processes, as in a concurrent engineering environment, parallel processes could profit from
the results of similar processes by avoiding the same errors again or improving the
competence of employees, as well as improving the quality of the process.

This fact implies there are different needs to profit from knowledge management approaches
implemented in the Process Management, as the process execution depends on the treatment
of information. This is especially true for the context of knowledge intensive business
processes.

Different models already exist to combine process and knowledge management. In the
following, two models are discussed which seem to be important, as their uses match the goal

of this work in combining knowledge and processes:

= Relation of knowledge to business processes
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= KDML (Knowledge Description Modeling Language): an approach to model
knowledge in business processes

3.7.2 Relation of knowledge to business processes

“Corporate memory” (cf. 3.2.2.3) should allow keeping and diffusing knowledge within an
organization, especially over organizational barriers (barriers that are, i.e., due to different
departments, or due to different transversal processes).

Mata [Mata et al., 1999] already mentioned that the produced and constructed “corporate
memory” knowledge will be used as know-how in industrial business processes, as illustrated
in the following figure:

Capitalize _ Publication of the
Knowledge Experiencelfeedback

Know-How

Use of Know-How

in Industrial Corporate Distribute
Business Processes Memory
Experience N f— Experience
i nalyze Feedback

Figure 34: Knowledge related to business process [Mata et al., 1999]

The used knowledge in industrial business processes produces “experiences” that will be
analyzed. The analysis result will be distributed as experience feedback and also capitalized
as “corporate memory”. It is then available for a re-use in different processes.

This model points out the relation between knowledge and business processes. In addition,
the knowledge Creation-Diffusion-Re-utilization-process is analyzed and illustrated
separately in order to demonstrate the construction of the “corporate memory”. The relations
between the knowledge capitalization and the diffusion to the business processes are not
illustrated. The model represents the relation between knowledge and process, but does not
deliver an approach on how this relation is structured and how it should be implemented in
organizations. One method to represent the relation of processes and knowledge in a
structured way is the KDML language presented in the following section.

3.7.3 KDML.: Modeling knowledge in business processes

The Knowledge Description Modeling Language (KDML [Gronau et al.,, 2004]) is an
approach to illustrate the places in business processes where knowledge is produced and
could be reused in order to detect improvement possibilities for knowledge management
activities. Therefore, the language modeled the processes, the knowledge and the knowledge
flow as well as barriers that prevent an efficient knowledge execution. A deeper explication
of the KDML and the figure below, as well as a legend for the KDML, is given in appendix
7.5. An analysis of needed knowledge and available knowledge could result in a gap analysis,
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illustrated by a KDML picture to see “knowledge” flow within a process as well as problems
or optimization possibilities for the knowledge flow. This approach relates knowledge and
process flows. The distinction between these two flows allows the identification of the
barriers of knowledge flow within a process.

This approach was applied to the domain of experiment processes to identify the knowledge
flow. Based on the previous analysis results from the H-method (cf. section 3.6.2), and due to
the problems discovered in interviews (cf. section 2.4), the process and related knowledge
flow could be represented as illustrated in the following picture:

Initiate the | . SWR- Experiment and | intemnediate Final I.- SR
SWR "| document Analyze report analysis |~ dac

Knowlthe right 1
5 u E Priafity request [T Info]matinn centralizatior
interlgeutars
]

Process follow-up
| | Pricripy,
need

The process is modeled as a relation between tasks. Each task produces an output
representing the knowledge. In the experiment process domain, the SWR document is
produced and sent to the area engineer. He will prepare and execute the experiment based on
the received information. After the experiment is executed, the final analysis is done. (This
process structure was previously discussed in section 2.3.1). However, before producing the
document, different knowledge is needed as illustrated in the figure above (i.e., responsibility
for an operation, information produced, etc.). In the figure above, the Knowledge flow is
represented around the process. Implicit and explicit knowledge flows are discussed and
highlighted.

Figure 35: Example for a KDML modeling of a SWR process

The model is appropriated to formalize process and knowledge flow within a process. Its
results deliver a gap analysis and places where knowledge exchange should be improved as
related to the execution of the process. Therefore, the model is only concentrated on
improving the process flow, meaning the knowledge flow in order to produce a good or
service. A backwards analysis of the process or between processes is not provided explicitly
by this language. Furthermore, the analyzing approach is still missing: even if the KDML
result is structured and clarifies the understanding of a context, the approach of how this
result is produced is not implemented in the KDML language.
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3.7.4 Needs for the implementation of knowledge management practices
in Business Process Management

The traditional workflow systems provide an “action inbox” giving an overview of open
tasks for each user. The process structure, process state or intermediate results of processes is
often a “black box™ for the user. Currently, it becomes increasingly important to introduce
knowledge retrieval into current processes (i.e., actual state, problems, implicated actors, etc.)
as an increasing number of processes are executed in parallel and the goal of these processes,
treated information, could be similar and therefore be reused between processes. These
processes could be similar and profit from intermediate results (cf. section 2.2). More and
more processes are executed in parallel and more and more information is produced in
different tools. For each task type in a process, a specific information type will be needed and
produced. The dynamic aspect of these business processes is difficult to take into account (cf.
section 3.5.6). Context is essential to understand and to internalize the knowledge correctly
(cf. section 3.2.4.2). It is very knowledge intensive and important for the understanding of the
knowledge. As the business process is dynamic—meaning that often changes occur—it is
first of all difficult to manage the process correctly. On the other hand, it is difficult to
provide the right context information to describe the produced knowledge correctly, as the
knowledge depends on the context used for its internalization. It is therefore important not
only to merge information to the right task, but also to give enough context to this
information to support the immediate use as well as a later reuse (cf. section 3.2.4, cf. section
3.2.4.4).

Assuming the acceptance of Workflow Management Systems (WfMS) in the industrial field,
knowledge management activities could be implemented in Workflow Management Systems.
Workflow management systems represent the real processes. An Integration of knowledge
management activities in the business process management supported by workflow
management systems allows capitalizing the knowledge at its source and therefore in “real”*
time (cf. section 3.3.2) .

The information flow is part of the process, but it may be different from the workflow. The
workflow is a predefined work order, but the information could circulate within, backwards
or between processes to anticipate work coming due, reuse information or have a return of
results.

The focus of current implemented knowledge management activities is on the process
execution and process improvement. Presently, the research in Business Process Management
is neither concentrated on an implementation of “cross-over” knowledge management sharing
activities between processes, nor is an implementation of a “backwards” knowledge flow
within the process one of the main goals (cf. section 2.6). However, knowledge management
approaches could enrich the approach of business process management.

It is difficult for process actors to retrieve knowledge from different processes. Capturing this
knowledge at its source by integrating knowledge management aspects in workflow
management systems could be one of the best practices to capture a maximum of “useful
knowledge” as well as to introduce a knowledge sharing and utilization within, backwards
and between processes.

Additionally, the contextual information of the processes, as well as of the related and
produced information, are used as annotations and could be used for a better knowledge
retrieval as well as for a better internalization of the information to build up the initial
knowledge. Therefore, the annotations of information with contextual information (cf. section

* The notion “real” is probably not well appropriated, as the capitalization is done not during the knowledge
creation, but during the formalization and storing in a workflow tool.
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3.2.4.4) supported by ontologies (cf. section 3.3.1) should be integrated in a Workflow
Management System (WFMS) that provides not only information merging, but also
knowledge retrieval based on the capitalized contextual information in particular.

[Zhao, 1998] wrote that the functions of organizational memory and organizational learning
are now generally missing in commercial workflow management systems: integrating the
internal and external information and knowledge resources (as discussed in the last section)
so that knowledge retrieval becomes more efficient.

The discussed needs in the previous sections are summarized in the following table:

* Need for an analyzing approach of the process flow

= Need for an action center-based /actor-based approach

= Need for an analyzing approach of the knowledge flow within, backwards and cross-
over processes and analyzing the produced knowledge and its contextual information

= Need for an analyzing approach of functionalities done by involved actors

= Need for a respecting of characteristics of change management

= Need for an analyzing approach of different existing information systems

= Need for an implementation approach for a method improving the management of
knowledge intensive business processes

= Need for a guideline to implement a new system regarding the context (based on the
analysis results)

Figure 36: Needs for implementing Knowledge Management in Business Process
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3.8 Proposition of the problematic

Based on the explained industrial and scientific framework in the previous sections,
capitalization, diffusion and re-using of pertinent information within processes by managing
and structuring the information flow could optimize the process execution (cf. section 2.6.3).
Therefore, the knowledge must be capitalized at its source not only for an immediate re-use
within the process by merging it to the right tasks, but especially for a later re-use in different
processes. The difficulties and the industrial problems in improving the experiment processes
and characteristics were described in the previous sections as, for example, knowledge
structuring by ontologies, user resistance, and dynamic business process management. The
most important aspect is therefore that a new methodology (including Knowledge
Management aspects) has to be integrated and support the daily work activities for an
employee. Furthermore, the implementation of the methodology must be supported by the
management. The main problem is still therefore to analyze the employees’ needs and
combine a solution with the knowledge and process flow.

The problematic could be formalized as follows:

How can the knowledge creation activities related to business process be analyzed with
the goal to support and implement “real-time” knowledge capitalization into business
processes?

How to implement and improve knowledge creation activities that focuses especially on
keeping the produced knowledge in time and on initiating a knowledge sharing across
organizational and process boundaries?

The problematic is to develop an analysis approach to capitalize produced knowledge during
the execution of business processes as early as possible to guarantee a real time follow up and
update. At the same time, not all produced knowledge could be capitalized as informal and
implicit interaction always exists. Furthermore, it is not efficient to capitalize all knowledge
as the capitalization will take more time and could retard the process. Therefore, an analysis
approach of knowledge intensive business process should also take into account which
knowledge must be capitalized and correspond to an identified user need. Therefore, it is not
only important to capitalize the knowledge to support the execution of the process. The
produced and capitalized knowledge should also be re-used backwards through the process
and between processes. A backwards flow should allow improvement in the quality of an
employee’s work, as he will be informed about the final result of the process he was involved
in. Furthermore, the produced knowledge can be reused for new processes and improve the
quality as previous results or ideas could be reused. Additionally, the reuse could also avoid
making the same error again.

The captured information should be available for consultation for every user. The difficulty is
in supporting the process by structuring and optimizing it as well as in capitalizing enough
knowledge and contextual information, but not too much knowledge for an immediate and
later reuse. These facts could be considered negatively as knowledge capitalization demands
a higher workload for the employees. The improved process management must compensate
for this higher workload, and this compensation needs to be accepted by the employees.
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Structuring and capturing this information should not only permit comparing of information
to existing or previous work, but especially capturing problems in an early state before any
steps are taken to resolve it. The problem resolving process should be captured and shared
from the beginning to the end.

The capitalization of this information and its follow-up by its integration and combination
with process management techniques should guarantee a dynamic real-time information base.

Even if the real-time information base contains only the most recent update of validated
information, it will be difficult to anticipate the knowledge retrieval possibilities or
employees’ behavior when confronted with the changed context.

This kind of “real-time” capitalization of information by its integration and combination with
process management techniques should guarantee a dynamic real-time information base.

Some major organizational problems are listed below:

Organization Problems:

= How to harmonize the different established work methodologies to only one?

= How to understand and analyze the problems and needs of employees related to
knowledge intensive processes?

= How to analyze the produced knowledge, its source and its role to the business
process?

= How analyze the process and its dynamic aspects?

= How to support the knowledge capitalization and the merging to a correct reuse
situation?

= How to characterize and estimate a user resistance?

To sum up, the problematic is to capitalize the experiment information and its context as
early as possible in order to guarantee a real time follow up and update. The captured
information should be available for consultation for every user. The difficulty is supporting
the process by structuring and optimizing it as well as capitalizing enough knowledge with its
context for an immediate and later reuse. These facts could be considered contrarily as
knowledge capitalization demands a higher workload for the employees. The improved
process management must therefore compensate for this higher workload.
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3.9 Conclusion

This work is concentrated on finding ways to benefit from the knowledge produced
throughout the execution of processes in order to improve the knowledge flow within a
process and between processes. Therefore, knowledge management activities must be
integrated into business process management.

Although the scientific and industrial interest of Knowledge Management (KM) has been
established only in recent years, many Knowledge Management activities exist and many
experiments also have been done, showing that concrete application methods of
implementing knowledge management are still lacking, and a concrete return of experience is
difficult to measure.

The important aspects of the needs and characteristics of implementing KM activities
include: A combination and balance between IT, humans and context are primordial;
Knowledge exist in humans and a Knowledge Management System is not only a software
tool, but have to take into account the human system and the human knowledge creation
process: Software, humans and knowledge are part of this system and all components have to
be taken into account. Due to human behavior, knowledge capitalization is often considered
as overload. Therefore, knowledge capitalization activities have to overcome the human
resistance by giving high surplus values or other incentives to the potential user.

Furthermore, the creation of knowledge is a dynamic process and the knowledge sharing
process cannot be considered as a linear process. Therefore, linear models of knowledge
diffusion seem to be less appropriate. KM activities should also take into account the
changing environment where knowledge could change and quickly become obsolete.

KM can be supported by IT, where much experience exists. The last few years have
especially shown that these tools are complex and their use cannot be completely anticipated.
The use of information sharing tools could be different from the initially defined goal.
Furthermore, other opportunities could appear by using this tool. The implementation needs a
survey of human behavior as well as a survey of the knowledge shared by this system and a
permanent adaptation. Even if some experiences of IT and KM have not been successful in
the last years, both terms are still related. In order to guarantee a successful implementation,
knowledge must be captured at its source, as it is produced during daily work.

Different types of Business processes were discussed. The type of business process is often
characterized by the complexity of task and process structure, the number of involved actors
and the used infrastructure of heterogeneous information systems. The type also depends on
the goal of the business process and the objective of the process structure and its flexibility.

Knowledge management activities in business processes should combine knowledge
capitalization, diffusion and re-using activities during the executed actions.

Currently, approaches to the combination of both of these domains are concentrated in
merging knowledge to the right task. A knowledge flow backwards or cross-over through
processes is not supported. Analyzed approaches and implementation methods exist, but are
not concentrated on the knowledge sharing factors across organizational and process
boundaries.
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4 GENERAL SOLUTION: PIFA approach
to analyze knowledge intensive Business
Processes

73 A%D This chapter explains the abstract solution
v eoneents PIFA, an analytical approach to integrating
i 5 1 ot 5 knowledge management approaches into
T ”(f \%) _’? business processes. This approach distinguishes
between the Process, Information and
Functionality levels.

4.1 Introduction

The previous chapter described how knowledge is produced and used in business
processes in order to produce a good or service. The hypothesis of this work, that knowledge
management activities have to be integrated in daily work to capitalize all produced
knowledge (positive and negative experiences, etc.), was therefore explained. Introducing
knowledge management aspects in Business Process Management can provide the necessary
information to the right people as well as reuse information from existing and already
executed processes. Therefore, the information flow must also be established between
different processes, forwards and backwards within the processes.

According to a study by [Van der Aalst, 2000], there is no general tool responding to all
requirements. Therefore, it is primordial to understand and capture the requirements
concerning knowledge management and business process management for a specific context.
Different approaches [PMI, 2000], [Turbit, 2005] and modeling techniques [Gronau et al.,
2004] already exist to analyze and formalize the knowledge flow and its associated business
process.

Furthermore, these approaches are insufficient, as they are concentrated on producing a
new tool, either a KMS or a workflow tool. These aspects have to be combined and an IT tool
should also be a KMS and Workflow system at the same time. In usual daily work, more and
more information tools are used and implemented in order to make actions easier and
improve the working conditions. These changes also impact the business processes as
information needed for the process is not delivered with the action description, but has to be
retrieved from different sources as humans and IT tools. Furthermore, the focus is not the
production of an IT tool, but the understanding of the current situation in order to understand,
act and re-act concerning the knowledge flow, its associated business processes and in its
given context. Therefore, organizations should stop focusing exclusively on data and data
management, and adopt a process-oriented approach of process, information and knowledge
management. The PIFA approach was developed to capture and combine these requirements
of the different domains and of the different involved actors and managers in these
knowledge and business processes. The idea of PIFA is to bring processes, people and
knowledge together.

In the following chapter, different aspects discussed in the previous chapter are first put
into one model that groups the requirements of introducing knowledge management activities
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in organization. Based on these requirements, the PIFA approach that helps to capture these
different requirements is discussed and illustrated. The focus is especially on the three levels
of PIFA (Process, Information and Functionality) in helping to capture

= aprocess flow that represents the “real world”,
= the produced information types and how to structure them, and
» the required functionalities to give an immediate surplus value to the actors.

4.2 A Knowledge Management Implementation Approach

Based on the facts and requirements described in the previous chapters (surplus values,
change management, resistance and problems of knowledge management and its associated
support by IT-tools), these facts (cf. chapter 3.2 and 3.3) are summarized in the following
four guiding ideas to introduce Knowledge Management (KM) activities responding to a
knowledge need:

e C(Capitalized knowledge should respond to an identified need.

e (apitalization activities should be combined with an immediate surplus value and
be integrated in the daily work in order to break down the barriers of knowledge
capitalization.

e Knowledge management activities should be adapted to changing context
conditions.

¢ Knowledge management activities should be supported by the management.

These four guiding ideas are the basis for the following figure:

Wew Working Methodology

-
-
-

Worling hWethodology

c '
O change b
N Analyze $
T Resistance Surplus value E i
E Development of a context-specific : for users |
¥ ﬂﬂ ¥ methodology producing _ E
T
E Definition o

using’, 5

End goals
Tool to support

Information Sharing

Figure 37: Our Methodology to implement KM activities [Busch, 2005b]

A KM methodology should be developed on the basis of current work methodology to take
into account the employee’s behavior and functions, as well as the need to give him or her an
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immediate surplus value. The observation of the current work methodology to understand
current practices and problems help to identify improvement possibilities.

On the other hand, a KM methodology should be developed on the basis of defined KM goals
that characterize the objectives of the information sharing and represent the initial motivation
for the changes. It is important for a sophisticated analysis to concentrate on the information
sharing aspect in order to identify a surplus value for the user. The defined KM goals could
therefore be the desired surplus value for the company as defined by the management, as well
as based on the analyzed and proposed surplus value defined by the users (identified user’s
knowledge need).

Thirdly, the KM methodology will be developed for a specific context. “Best KM-practices”
are useful and could be reused, but have to be adapted to the context, as working methods,
organization, culture, etc., differ from case to case. Therefore, the formalization of the
working methods allows understanding the context in a better way.

Based on these three described factors (working methodology, context and KM goals), a new
KM methodology is developed that will be integrated in the daily work and should change
the current working methodology by the integration of Knowledge Management activities
into the existing work methodology. As employees could resist changes, the implementation
of a knowledge management method has to take into account aspects of the change
management. The change could be efficient if the new work methodology has a balance
between three factors:

» implications of the management deploying the new method
* motivation due to a high surplus value
= resistance due to the changing work method

It is difficult to deploy a knowledge management that is integrated in a new work
methodology only by formation of the employees or by diffusing new processes. Therefore,
IT-tools are often used. The new working methods will be supported by a tool to be deployed.
However, the availability of a tool does not guarantee its acceptance and its deployment—
neither the deployment of the tool nor the deployment of the new methodology.

To sum up, in this chapter the requirements to be taken into account to develop a new work
methodology that contains KM activities are summarized. Different models already exist to
structure Knowledge Management activities, but a model approach of how to implement
Knowledge Management activities is still missing.

In the following, the PIFA approach is presented, which helps to capture these requirements,
especially the working methodology (process flow and functionalities) and the knowledge
needs (information flow). This approach should especially be considered as an aid in how
Knowledge Management could be implemented in the context of knowledge intensive
business processes as it is based on the process flow, the produced knowledge and the actor’s
behavior and culture.
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4.3 The PIFA approach - an analyzing methodology
4.3.1 The different entities of PIFA

Our method, PIFA, has been developed in order to formalize a process and capture the related
information flow and executed functions. The distinction especially allows the formalization
of which information is needed and desired (cf. section 3.2.2.2) to execute an action. The
basis of the analysis is therefore the action of a process, which could include different
functionalities:
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Figure 38: Principle of the PIFA analysis [Busch et al., 2006b]

Processes are the structured execution of actions. An action (central circle in the schema
above) can be executed if all opening conditions (oc) are met. These conditions are
distinguished as workflow conditions (W) and information conditions (I). Information could
be transferred in implicit (Impl.) or explicit (Expl.) form. Once all conditions are met, the
action can be executed by a person having the competence to execute the functionalities.
After completing the action, the following process flow from the information flow (explicit/
implicit and sent to whom/saved in which tool) is also distinguished. These are considered as
finishing conditions (fc).

Each action can be composed of the three following parts:

= The Input: (opening conditions for an action): All dependencies of previous actions,
as well as all needed information to start its actions are identified, as well as its format
and its source. The source of this information can be human or an IT tool and it is
transferred in an explicit or implicit way by pushing or pulling methods™.

Which information is needed? (“How?”, “Why?”)

Which information is desired? (“How?”, “Why?”)

Where do they come from? (“How?”, “Why?”)

Which action has to be finished? (“How?”, “Why?”)

Which information nature is used (implicit/explicit)? (“How?”, “Why?”)

O O0OO0OO0Oo

» The information treated in the process flow will be analyzed especially in terms of knowledge management
activities in order to improve the knowledge flow. Therefore, the questions (How? and Why?) are important as
discussed in section 3.2.
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= The Functionalities: Most of the needed functionalities that are part of the action are
identified based on information and on business rules. For each action, a group of
persons is identified who have the competence to execute the action. This group will
be characterized by a name as well as the role that identifies the analyzed action with
a person or a group of people. Therefore, we will establish the relation of a BPM
model described in section 3.5.4.

0 Which business rules have to be applied to transform the input in new
information?

O What are current problems?

0 How can they be improved?

= The Output represents the produced information during the execution of an action:
following actions depending on the results of the actions will be identified as well as
all produced information and where it is stored or send to. Therefore, the relation
between actions is formalized as well as the information flow.

0 Which information is produced?

Where is it or can it be reused (needed and desired)?

Where is it stored?

What is the following action?

(elNelNe

This characterization is explained in more detail in the following:
Figure 39 proposes the PIFA approach in a complementary and more detailed way than figure
38. Each action is composed of three entity parts:

» The core of the analysis (the Input, the Functional and the Output) has already been
described in figure 38 above.

= Each action is related to a process and has a specific context.

= A process is unidirectional to produce a good or a service, but it might be necessary or
“convenient” to introduce an information flow backwards through the process to give
a return of experience (REX) to all involved actors as well as to introduce a cross-
over knowledge sharing between processes.
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Process categorization:
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Figure 39: PIFA template — Process Information and Functionality Analysis [Busch et al., 2006a], [Busch
et al., 2006c¢]

The three main entity parts (heart, context, REX) are detailed in the following sections.

4.3.1.1 Core (Input, Functionality, Output):

These three parts are the core of each action and their structured order of execution defines
the process flow. For each action, it is described which functionality is required and on which
data the functionalities are based. Additionally, the produced output is the result of the
functionalities. The capitalized knowledge in a process is considered as needed knowledge
(cf 3.2.2.2), as it is produced and used within the same process immediately. Furthermore,
knowledge sharing activities should envisage reusing existing knowledge as desirable
knowledge (cf. the notions of “needed” and “desired” knowledge in section 3.2.2.2).

The source of this information can be human or an IT tool and information is transferred in
an explicit or implicit way (cf. the notions of “implicit” and “explicit” in section 3.2.2.1). The
identified categories for Input/Output information are the following:

Name (free text)

Context description (free text and categories)
Source (Person (Role)/Tool)

Information Type (Necessary/Desirable)
Transfer Type (Explicit/Implicit)

Transfer Method (Push/Pull)

Transfer Support (email, phone, tool)
Starting Conditions for activities
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Starting conditions are very important for the process flow to determine when an action
can begin to be executed. Additionally, information and context can change. Therefore, some
actions probably have to be executed again. A categorization by each of the items on the list
could help to identify and structure the produced information and classify the process.

The core of an action is the work to do and requires that different functionalities be
executed by the user. These functionalities are based on the input and on different business
rules that define how the input will be transformed to an output supported by the
functionalities.

By applying PIFA, it is also important to keep in mind two additional aspects of a process
analysis: The information flow backwards through the process (feedback or return of
experience) and the context characterization of the process and its produced information as
described in the following. The return of experience in particular is important to inform
involved process actors if the final results are positive or not.

4.3.1.2 The return of experience

A process is unidirectional to produce a good or a service, but it might be convenient to
introduce an information flow backwards through the process to give a Return of
EXperience (REX) to all involved actors as well as to introduce a cross-over knowledge
sharing between processes. Therefore, part of the analysis should be to identify all desired
return of experience about a process, type of process or an action. Furthermore, all or part of
the capitalized information of a process could have an interest for any actor involved in the
same or similar processes. Therefore, it is beneficial to define the return of experience they
want to have on their actions: desired information regarding to future processes and results in
order to verify if their work had positive results. This return of experience could help to
improve the personal competence of an employee by putting already completed work in the
context of the process and comparing it to the result of the process. Therefore, a global
analysis of the process must be performed to identify which information employees require
and desire as a return of experience, based on synthesized process information. The process
flow is often mono-directional, but the information flow can be bidirectional for a summary
view, feedback, etc. As the actors have different needs, the specifications of information
filters are necessary and are part of the identification of the REX flow (for further details, see
the use of ontology for Knowledge Retrieval in section 3.3.1).

4.3.1.3 Context

A process has a certain context. It is necessary to describe the process and the associated
information. Each action is related to a process and has a specific action and process context.
A part of the context can be formalized as information - contextual information. This
contextual information could already be produced at the process initialization or otherwise
during its execution. The context could help to better classify the process, the action and the
produced information in order to support the internalization of information into knowledge.

A category process description type (process family name) identifies different groups of
processes. The process family name is used as the main category to characterize and
distinguish process instances and types. In order to describe the process more explicitly, other

2 (13 2 (15

categorization data could be used such as “client’s name”, “process cycle time”, “involved
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employees”, “roles”, “description”, etc. The used categories should be determined and
adapted to each context. In order to allow better information sharing and retrieval, the process
should be categorized in the most detailed way possible and supported manually by the actors.
The best practice is to characterize the process context of each action and all produced
information. To this end, three types of categories can be distinguished:

e Process family name: to describe process types and helps to distinguish the
different processes

e Action family name: to describe action types in the process and help to distinguish
the different actions

e Fixed Process/information characterization: process annotation by predefined
categories

e Free Process/information characterization: process annotation by free text
annotation

A good process and action description helps the user to understand the goal of the process
and the action that has to be executed.

PIFA is a help in formalizing complex processes, especially organizational transversal
ones. This formalization should, in a second time, be used to optimize the process and
knowledge activities related to the formalized context. It captures an executed process’
instances and could therefore especially be used for a dynamic environment analysis where
process structure changes. The PIFA figure (Figure 38+39) can be considered as a template to
do interviews with the process actors and managers to understand and formalize the process.
The idea is to follow-up different process’ executions and formalize them. The goal is to
capture and formalize the different flowcharts of the different processes, their actions and
their associated produced information in these real executed processes and to understand the
relations to their context (infrastructure, tools, behavior, etc) and the executed functionalities.
In the following, these three levels of PIFA are illustrated:

* The Process / Action level:
0 The process level constructs the process model

* The Information, context, Return of experience (REX) level:
0 The information level constructs a knowledge capitalization, sharing and
retrieval model supported by ontologies for an information sharing via IT
= The Functionality level
0 The functionality level guarantees the inclusion of all necessary functionalities

and gives a surplus value to facilitate the user acceptance

These three perspectives are explained in the following sections and illustrated by examples.
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4.3.2 The process and action level

The Process level represents the business analysis or business re-engineering nature. The
formalization of dependencies between actions of a process results in designing a process
flow. It is primordial to analyze the process flow and formalize the possible changes that
could occur in a process.

Therefore, an action is analyzed and put in a certain context. Dependencies between actions
will be captured and formalized as well as conditions for the process flow for opening and
finishing actions (cf. principle of PIFA analysis in sections 4.3.1.1). PIFA could be applied to
follow-up different process as shown in figure 40.

Based on theses captured processes, a process flow model could be built up as illustrated in

the following figure:
5600 L2

Figure 40: Example of a PIFA result

In the figure above, two PIFA analyses have been applied. The two analyses have delivered a
process model. Secondly, conditions for the process flow have been captured:

= Al has to be finished before opening A2

* The completion of A2 can re-open Al or open A3
= A4 has to be finished before opening A3

» The completion of A4 opens A3

PIFA should especially represent the dynamism of process flows. Therefore, it is important to
describe the action type to distinguish different process action types in order to identify action
type families that help to find easier a process model.

When applying PIFA to a dynamic process domain where processes change permanently, it
could be difficult to construct a generalized process model. Therefore, an intermediate step is
added to analyze the process actions types in order to recognize all involved action types and
possible “dynamic” repetitions between these action types in processes.

In the following, two different analyses of the PIFA application on dynamic changing
processes are illustrated and a process model is established based on the results.
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Figure 41: Example 1 for a generic process model creation

In figure 41, two possible PIFA results are illustrated. The analyzed process instance on the
left starts with a process flow between actions Al and A2 and the process is then divided in
three parallel branches before re-assembling the process flow in action A6. The action type
A3 exists in all parallel branches.

The second analyzed process instance on the right starts with the same process flow between
actions Al and A2 and has also three branches in parallel, but it is different from the first
analyzed process as the same couple of actions, A3 and A4, exist in two different branches.
Therefore, a hypothetical generic process model is proposed that anticipates these discussed
process flow possibilities in one generic valid process model where action A3 is a multiple
action and could be used n times in n different process branches. The action flow A3 to A4
are multiple in this model and can be used n times for n different process branches. This
process model could be enlarged or validated by applying PIFA to another process instances.
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Figure 42: Example 2 for a generic process model creation
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In figure 42, two possible PIFA results are illustrated. The analyzed process instance on the
left starts with a process flow between actions Al and A2 and the process is then divided in
three parallel branches before re-assembling the process flow in action A6. No action type is
used twice in a process branch.

The second analyzed process instance on the right starts with a different process flow
between actions A2 and A6 and has three branches in parallel that are different from the first
analyzed process. A repetitive aspect is that the couple of actions A3 and A4 exist in two
different branches.

Based on this analysis, a complete anticipated process model cannot be built, as the analyzed
processes are completely different. A hypothesis of a dependency between action A3 and A4
is done, but no complete process flow could be established. However, a process model of
different action types that are not related is established. This process model is considered as
an “ad hoc” process type (cf. 3.5.5), as the process flow is built during the execution. This
process model could be enlarged or validated by applying PIFA on another process instances.

The process level output is a generalized process model containing actions and dependencies
between actions as well as opening and finishing conditions, meaning to establish different
rules for the action and its associated process flow.

The PIFA-process level covers the described Input and Output parts in the previous chapter
in terms of process conditions for opening and finishing actions.

4.3.3 The information level

The Information level represents the information nature of a process. Two different natures
are distinguished:

= The produced information (knowledge about the final product or service)
= The contextual information (knowledge about the context)

The abstraction of the input and output analysis allows formalizing the produced and used
information (the information flow). Based on this analysis, the requirements for better
information sharing, meaning to identify which information is easily accessible and how the
information sharing can be improved, are formalized. The problem of information access and
sharing and their improvement possibilities has to be analyzed. It is important to take into
account the actor’s point of view, who might have problems in doing his work, as well as the
manager’s point of view. A manager has a more global view and sees the lack of information
sharing. The involved actors see which information is missing to do their work. This
requirement analysis represents the added value in terms of knowledge management.

The produced information is one of the action’s outputs in forms of documents, presentations,
etc.

However, information could also be contextual and necessary to describe the process or
produced information of an action. The analyzed process is therefore seen as an information
object that changes during the process execution. Contextual information annotates the
process.

The goal of the information level is a formalization and capitalization of used information in
form of documents, presentations, etc., to understand
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= where it is produced,
= where it is stored, and
= where it is reused in the process.

Therefore, the different produced information has to be merged to the actions where they are
used. In a knowledge intensive environment, the role of information is very important for the
process. Information could change and become obsolete. In this case, the already executed
work is no longer valid as it was based on information that became obsolete, and the process
has to be executed again. The dynamism of a process can also be not only the action structure
of the action, but also the change of information.

Figure 43: Example of a PIFA result and the dynamisms based on information

In the example above (figure 43), the produced information (illustrated as a document) is
reused in actions A2 and A3. If the action has been completed, the workflow will continue
and open A2 and A4. Once both actions have been completed, action A3 is executed. In the
case that the produced information in action A1 becomes obsolete, the process has to be re-
executed. New information will be produced in action A1 and will impact the work in A2 and
A3. Therefore, the process flow depends on the maturity of information and information
could be obsolete in a changing environment. For a process model, not only are the
dependencies between actions important to analyze, but also the impacts of information and
changes in information according the process flow.

As explained, the merging of produced information with actions improves the reuse within a
process direction. But it is also envisaged to improve an information reuse between processes.
Therefore, the process and the produced information within a process must have enough
contextual information. (cf. 3.2.4.2).

The goal is to capture all necessary contextual information to better annotate the information,
not only for an immediate reuse within the process, but also for a later reuse in other
processes. It is primordial to annotate the process with enough contextual information in
order to introduce efficient information retrieval and information internalization into
knowledge. In section 3.3.1.2, it was explained that ontologies could help in the domain of
KM to capture and manage contextual information.

Contextual Information used to classify the process has to be formalized and structured. This
allows standardizing the annotations and defining an information context for all involved
actors in different processes, but in the same process domain context.

Based on the fact that the processes could be categorized by a finite word-list, the context of a
process could possibly be described in a standardized way.

Therefore, an ontology for each of the involved actors and processes could be established to
capture the different categories and their values. In a second step, the different “ontologies”
are overlapped to determine a common vocabulary (shared ontology) that will be
understandable to each employee within the different domains, and that will be used for a
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common annotation of the processes. Furthermore, the specialized vocabulary of each
domain is maintained to annotate the experiment more precisely for each of them. This
principle is illustrated in the following figure: the combination of these ontologies to a unique
ontology containing the “shared” vocabulary and the domain-specific parts.

. 1 oy
Domain ontology A Domain ontology B

Dowmain entology D Domain ontelogy C

Shared concept of all
Merged ontologies

Figure 44: Example for an ontology: hierarchy between concepts

In figure 44, the possible combination of different ontologies into one unique ontology is
illustrated. In this example, all ontologies (A, B, C, D) have one key concept in common.
Related through this key concept, the different ontologies exist therefore also in a specific
domain vocabulary, as showed in the figure as parts A+D, B and C. This concept could be
applied to ontologies discovered through a PIFA analysis.

The reuse and combination of existing ontologies could especially help to reuse them for
structured and semi-automated annotation of the process information (cf. section 3.3.1). The
knowledge capitalization activities are done by humans, but semi-automated approaches
could support the manual annotation and save time for humans by annotating or proposing
annotations for a capitalization.

Employees give contextual information to the produced information during an action
execution in the form of annotations. This annotation belongs to the constructed ontology and
could choose a defined category with predefined values. The employee should therefore
choose a value within this category. The defined category of the used ontology could already
exist in a different domain that is related to the analyzed domain by PIFA. Therefore, it could
be interesting to reuse the different information relations of different ontologies to annotate
and complete the contextual information. This principle is explained in the following figure:
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Example for an ontology: combination
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Figure 45: Example for a combination of ontologies

By using contextual information of the category “concept3”, the relations between concept3,
concept4 and concept5 could be reused.

For the construction of an ontology, it is important to analyze whether a part of this ontology
does not already exist. First approaches are already done as PIFA captures which tools are
consulted to retrieve information and which information is used for the functionality level. A
deeper analysis should confirm that the ontology could (partially) be reused.

The information level output is an optimized process model merging information to the
right actions. The information flow within a process is formalized separately as it allows
identification of which information is produced and where and which part is reused.
Additionally, an ontology is established allowing the annotation of the process with symbols
of concepts belonging to an ontology.

The PIFA-information level covers the Input and Output parts described in the previous
chapter in terms of information needed and produced within an action. Additionally, it
represents the context and the return of experience parts as the ontology can be built and
additional process information flows could be introduced by responding to an information
flow backwards through the process as well as between processes.

4.3.4 The functionality level

The Functionality level of the analysis helps to identify the functionalities of an action
within a process (considered as daily work activities within processes). It is especially
important to understand the current problems of these activities in order to improve them.
These optimization possibilities represent the surplus value for the user and guarantee that the
new captured and analyzed methodology improves current work conditions.

These functionalities describe which input information is used and how it is transformed
into new information based on information and business rules as well as which products or
services are produced. Functionalities executed by humans allow for great liberty as everyone
can determine the order and the specific way in which they are executed. Functionalities
supported and executed by IT are more restrictive and fixed. The way things are done is
therefore always the same and must respond and cover all humans’ “different” ways of
executing functionalities.

A process execution always has human interactions. Every employee has his or her habits and
resists changes (cf. section 3.3.2.1). Satisfying and improving current functionalities of
process action will guarantee user acceptance and, secondly, provide the deployment of the
defined process as well as introducing knowledge management functionalities in daily work
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and promoting a knowledge sharing culture in the enterprise. Therefore the employee’s
behavior and functionality has to be analyzed to guarantee an immediate surplus value to the
employee.

It 1s therefore important to capture the explicit functions—the functions well known by the
actors—as well as the implicit functions by observing the actors during their activities. This
should complete the functionality (requirement) analysis as actors are not always able to
formalize their requirements. Therefore, an observation of their daily work activities based on
PIFA is important.

In the following list, an example of functionalities (requirements) captured during a PIFA
analysis is illustrated. These functionalities could belong to one or more actions in a process:

Functionalities = Improvement:

=  Validate the information (A1, A3) - Validate and notify actors

Store a document in a tool (A1) = Store and notify actors, give a synthesis

=  Assign a person to a action (Al, A3) - Check Resource planning, anticipate
work

Set information to a tool (A4) = Meta-Crawler-Information for centralization
Calculate statistic results of given numbers, etc. = Integrate calculation
functions

Figure 46: Example for a functionality requirement list

The functionality level output is an optimized process model merging functionalities to each
action. These functionalities could be improved and give a surplus value to the actor. This
helps to minimize the resistance of the users to accept a new tool on the one hand, and on the
other hand it also reduces the resistance against knowledge capitalization.

This PIFA-functionality level covers the described functionality part in the previous chapter.
It analyzes which functionalities are executed, based on which business rules and with which
information.

4.3.5 The application of PIFA

PIFA should be applied in the objective to improve the current situation and the treatment of
knowledge intensive business processes. Therefore, it is important first of all to understand
the employees’ and management needs for a context to which PIFA is applied. The three
described levels cannot be applied separately as they are related to each other. The
application of PIFA should concern three different phases in order to replace the existing
methodology with a new one:

The Analyze phase of PIFA consists in doing interviews and observing current work

methods by using the PIFA template. Current behavior and infrastructure as well as relations
between actors are analyzed for each process instance PIFA is applied to.
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The Formalize phase of PIFA consists in formalizing and abstracting the current work
practices in order to build a knowledge-process model that is valid for a large number of
analyzed processes.

The Improve phase of PIFA consists in improving the constructed knowledge-process model.
This phase is based on the analyzed results concerning the three levels (improved process

flow, improved information flow, improved functionalities related to the treatment of
information of the process).

Analyze Formalize > Improve>

Figure 47: Application scheme of PIFA

A three-step model seems appropriate to be applied. The relation between the explained PIFA
template, levels and the three-phase model to apply PIFA is presented in the figure below
(figure 47). The “Analyze” phase consists of doing interviews with the management and the
process actors. The “Formalize” phase consists of analyzing the interview results and
characterizing the three different levels of PIFA: the process, the information and the
functionality level. The “Improve” phase improves the formalized and analyzed model and
applies it to the existing model in order to improve the current situation.
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Figure 48: Application of PIFA
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4.4 The application field and gain of PIFA
4.4.1 ldentification of different knowledge flow types by PIFA

The separation of information and process has the advantages of, on one hand, formalizing
the process and giving a basic process structure. On the other hand it allows analyzing the
information flow independent from the process to understand where the produced
information is consumed. It is important to mention that capturing the needed information
allows, first of all, an understanding of where the produced knowledge is needed and
consumed to increase directly the productivity during a process. Additionally, it also allows
formalizing the desired knowledge flow, which indirectly enhances the productivity by
optimizing the competence of a person or by improving the process execution and/or results.
This desired information could be a feedback from a similar process or activity about
previous work or about similar processes to see if the process produced positive results and
also to avoid making the same errors again. This information is a flow backwards or cross-
over through processes.

The identified knowledge flow types are illustrated in the following figure:
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Figure 49: Information flow in business processes

1) The combination of process flow and information flow (dependencies)
Merging of produced information into the right action:
= The information also represents conditions to (re)execute a action
* The information is associated with the right time, place and person where
it is consumed

2) Anticipation by separate information from process
Independent information flow from the process to anticipate actions coming due:
= Information used for project and resource planning

3) Feedback about work
Information flow backwards through the process:
* Information about intermediate or final results of a process to improve the
competence.
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4) Information-Aggregation
This information will be used by the employees as well as by the management:
= Aggregating information to do process reporting, etc.

5) Reutilization
Information flow cross-over through processes consisting in reutilization of
documents and data produced. The reutilization of the intellectual property
improves the quality of the processes as errors hopefully will not be repeated, or
similar results will be reused to improve the future results of the current process:

= Reuse information flow by an efficient information retrieval

These information flow types could be abstracted through the application of PIFA. Other
types could also exist for different domains. The already discovered information flows should
be supported to increase the knowledge management activities and satisfy the knowledge
needs of employees for needed and desired knowledge.

4.4.2 Using PIFA: Identifying the process dynamism based on information
changes

The PIFA approach analysis could be considered as a gap analysis as it discovers
information flow improvement, functionality improvements and process flow improvement
possibilities and its dysfunctions.

In a knowledge-intensive environment the execution and re-execution of a action
depends on the information and how it changes. Therefore, PIFA helps first of all to
formalize and understand this knowledge flow and its related process in order to improve it
during the second time. In particular, this method shows the places where the information
flow should be supported and improved. The objective of PIFA is therefore not only to model
and understand the context, but also to identify possibilities for knowledge improvement.

Additionally, the interpretation of PIFA results helps to understand the dynamism of
processes by comparing the analyzed process instances (cf. 4.3.2).

All information consumed within a process could potentially be reused in different processes.
The analysis also allows identifying the competence of a person who could do an action and
formalizing the organizations of the transversal processes and its involved teams.

In the following list, the advantages of PIFA are summarized:

Process modeling (cf. section 4.3.2)

Process contextual information identification (cf. section 4.3.3)

Identification of produced information (cf. section 4.3.3)

Merging of information to actions (cf. section 4.333)

Identification of functionalities and their relations to information (cf. section 4.3.4)

Furthermore, the following aspects are discovered by PIFA:
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e Gap analysis: improvement possibilities of the process, information, and functionality
0 Process flow improvement
0 Information capitalization (missing information)
0 Functionality improvement
—> During interviews, problems are also explained as they are recognized by the employees.
Therefore the questions “How?” and “Why?” are also important (cf. section 3.2.1.3)).

e People’s competence and process organization clarification
- Due to the formalization and tracking of actors involved in a process, an organization
chart of employees and their competencies could be built.

The PIFA approach shows the places where the information flow should be supported
and improved. The objective of PIFA is not only to model and understand the context, but
also to identify knowledge improvement possibilities. In this work, some approaches were
previously discussed, such as the H-method (cf. section 3.6.2) or the KDML (cf. section
3.7.3), to relate knowledge to business processes. However, neither method takes into
account the cross-over knowledge flow between processes or a backwards knowledge flow
within a process. Therefore, the PIFA approach was constructed in order to especially support
the different types of knowledge flows related to the domain of process management as
identified (cf. section 4.4.1).

Furthermore, the discussed analysis methods are limited by the uni-directional process
flow and represent only the process model. PIFA is additionally concentrated on the context
to which it was applied, and it analyzes the IT infrastructures used for a process execution.
Furthermore, change management approaches influenced the design of PIFA. Therefore, the
PIFA approach and its results are primarily a user-driven approach to optimize the current
situation and implement Knowledge Management activities.

The application field of PIFA is discussed in the following section.

4.4.3 Application field of PIFA

PIFA can be applied to all types of processes, especially dynamic knowledge intensive ones,
as it formalizes the work and the associated information flow of a process.

We previously explained the principle of constructing a generic model for anticipated process
flows and semi-anticipated process flows (ad hoc) (cf. section 4.3.2), but in fact, PIFA could
be applied to all discussed business process types (cf. section 3.5.5).

= On administrative processes it can formalize simple bureaucratic processes
(simple action and information links)

=  On ad hoc processes it can observe different process instances and can therefore
formalize the different exceptions or unique situations

=  On collaborative processes it can detect the large number of participants involved
and clarify the transversal relation between involved organizations

=  On production processes it can also formalize the complexity and heterogeneity
of the environment concerning different used IT tools, the variety of people and
organizations involved, and the nature of the actions (different action types)
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Additionally, PIFA could be applied especially on knowledge intensive business processes as
it captures the discussed knowledge objects types (cf. section 3.2.4.3):

=  Final objects: it detects the final knowledge object product produced and its place
of storage as well as its recipients.

= Intermediate objects: it also formalizes the intermediate objects produced and re-
used within a process to construct the final object.

= Artifacts: it also takes into account this type of knowledge as it combines the
knowledge flow with the daily work activities (functions).

Furthermore, the PIFA approach also analyzes the contextual information that is very
important for each of these three types to guarantee an internalization to rebuild the initial
knowledge (cf. section 3.2.4.2).

= A shared ontology is constructed to describe the context of the three different
knowledge types for a business process type.
=  This ontology has been generated and discovered through the application of PIFA.

Applying PIFA is considered to be done on different instances of the same process type. This
allows for different process schemes of the same process type and will allow comparing and
merging the different schemes to complete and capture all main work and information flows
to generate one process model. Therefore, PIFA could support the conception of a tool
combining a KMS and a WMS.

4.4.4 Performance measurement of Knowledge Management activities

One of the difficulties previously mentioned in this work is the ability to measure the return
of knowledge management activities. The capitalized information through the process
execution should be reused for different processes in order to improve the quality of a
product and in order to avoid making the same errors again. But it is difficult to measure the
quality improvement based on knowledge management activities. As explained in section
3.2.1, knowledge is not material, and quantity measurement approaches cannot be applied.
[Studer, 2003] formalizes the following approaches for an information I and the obtained
knowledge from this information K(I):

DI1+12=2I
i) K1 = K(I1)
iii) K2(11+12) # K(11)+K(12)

Figure 50: Information measurement formula

Two pieces of information are two different elementary information (i). Knowledge K1 is the
knowledge internalized from the information I1. However, this is not a linear function and
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therefore the knowledge K2 internalized from these two different pieces of information
(I1+12) will depend on the existing knowledge built from information I1 and therefore, the
redundancy and complementary of the information.

The growth of information volume is linear, while that of knowledge is a function which
depends on the quantity of new information and existing knowledge as illustrated below
according to [Studer, 2003]:

-2 K'=K+ f(K,K(I)), but f(K,K(I)) unknown and not describable

Figure 51: Knowledge measurement formula

The industrial goal of management activities for the experiment process is, as explained,
achieving a higher quality and avoiding errors. These goals could be transformed into the
objective of reducing the number of lots used for an experiment as well as improving the
yield of a produced lot. These factors are not only related to knowledge management
activities, and the influence of knowledge management activities on these aspects cannot be
isolated. An improvement of the yield or a reducing of the number of used lots could also be
related to other factors and projects.

However, knowledge cannot be measured directly. Therefore, two different approaches can
be taken to measure approximately the performance of a Knowledge Management System
(KMS):

= The identification of suitable indicators to measure the improvement of process
treatment related to the process flow, the process information and the functionalities.

» The performance analysis of the knowledge retrieval interfaces in relation to the
initial need.

4.4.4.1 Suitable Performance Indicators for process treatment

It is difficult to identify suitable performance measurement indicators as they are domain
specific and depend on the domain and especially on the identified problems to improve.
Therefore, first of all, a description of the characteristics of “suitable” performance
measurement indicators is given:

“Key Performance Indicators are quantifiable measurements, agreed to beforehand, that
reflect the critical success factors of an organization. They will differ depending on the
organization. A business may have as one of its Key Performance Indicators the percentage
of its income that comes from return customers. The goals for a particular Key Performance
Indicator may change as the organizations goals change, or as it get closer to achieving a
goal” [Reh, 2006].
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Even if the indicators depend on the industry and applied domain, in the following, some
indicators are given that seems to be “adequate Best Practices” to measure the performance of
a new methodology for knowledge intensive business processes:

= Number of actors (the number of employees following the new process compared to
the number of employees resisting against the new methodology)

= Time for a process execution (the time needed for a process execution and statistical
values as best/worst value, average 25%, 50% and 75%-quantile®* time)

= Time for an action execution (time to complete the associated functionalities and
time needed for an information retrieval compared to previous time)

= Number of positive changes compared to related problems (based on requirement
analysis): less problem occurrences, less discussions, less administrative work, etc.

=  Number of related problems due to the change: new problems related to the new
work methodology, number of problems, number of actors concerned, etc.

The list above gives a first impression of factors that are always related to knowledge
intensive business processes. As explained, performance indicators should be quantitative and
measurable. The adaptation of the listed indicators depends therefore on the domain.
However, the measurement of knowledge reuse is interesting in the context of knowledge
intensive business processes. An approach of measurement is given in the following section.

4.4.4.2 Performance Measurement and analyzes of knowledge retrieval

interfaces

For more than 30 years, the performance of an Information Retrieval system has often been
measured by two factors: recall and precision (as explained below) [Salton, 1992]. These
parameters can help to evaluate the success and efficiency of a system.

The Recall (R), which is the proportion of relevant found information compared to the
amount of relevant information R(I)—more exact needs of information I and a demand q—
would be given for a user. The value of the Recall is therefore between 0 and 1. It is not easy
to calculate this factor, as for a given search question all information must be classified by a
user as relevant or not relevant to be able to calculate the recall factor.

The Recall is then calculated by

_|Rig. 1)
uq[qJ}—W

Figure 52: Recall formula

* X% quantile: Quantiles are essentially points taken at regular vertical intervals from the cumulative
distribution function of a random variable. Dividing ordered data into q essentially equal-sized data subsets is
the motivation for g-quantiles; the quantiles are the data values marking the boundaries between consecutive
subsets.; i.e., an ordered value chain (2,2,2,3,4,5), the value 2 represents the 50% quantile as 2,2,2 represents
50% of the value chain.
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The Precision (P) is defined as the number of relevant found information compared to all
retrieved information from a search. The value of the Precision is therefore between 0 and 1
and calculated by

|h’(q. ! )l
|I- (¢ }l

Figure 53: Precision formula

presig. )

The relation of these two performance measurement factors is illustrated in the following
figure:

Mumber of relevant found

documents
Document base

Mumber of MNumber of
relevant documents found documents

Figure 54: Number of relevant and found documents

The factors are complementary and cannot be optimized easily at the same time. The goal is
to approach a value of 1, meaning retrieving all pertinent documents that are relevant. It is
necessary to take into account both of these two factors because the recall as a unique factor
does not take into account the non-relevant number of documents and could easily be
maximized by retrieving all the documents of the base. In that case, the value of the precision
would be very low. Also, the unique use of the factor “precision” does not measure the
performance as the precision could be maximized by distributing only few documents, but in
this case the recall factor would be very low. It is therefore important to optimize both factors
at the same time. Furthermore, the performance of such a system cannot be analyzed only by
these factors. As explained in section 3.3.1.1, is also important to support the verbalization of
a search question. Therefore, PIFA has already helped to identify the most pertinent and
relevant search categories and allow the user to better express his or her search results. By
using search categories that represent a certain context and that are understandable for the
user, the precision and recall factors can be increased. However, the use of search interfaces
must be supervised and adapted to the changing context and user needs.
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4.5 Using PIFA to construct an IT tool

Section 3.3.3 already explained that it is difficult to deploy a new work methodology
containing KM aspects without an IT support. KM and IT are related and the result of the
PIFA approach could especially be used to construct an IT tool. Therefore, a proceeding is
proposed to build IT tools that integrate PIFA [BUSCH, 2005a].

4.5.1 Application of PIFA for the IT domain

Indeed, the computerization of a business process as a workflow tool would have a
positive benefit and give personal improvement to the employees. Also, this system should be
built in a way to capitalize all necessary information needed for a knowledge reuse in a
structured way. This would make it possible to carry out synergies by introducing a
knowledge capitalization in business process management and initiate a knowledge sharing
within, between and backwards through processes. This approach is based on the discussed
approach of implementing Knowledge Management activities (cf. section 4.2) and the PIFA
approach (cf. section 4.3).

1. Definition of objectives of KM activities and determination of attended
synergies and improvements (KM project initiation): The objectives definition
should be the result of the needs formalization, and deliver a first impression of
where and why changes are necessary. This step should take into account the
manager’s and the potential user’s points of view.

2. The analysis of actual working methods and user needs for better information
sharing (Application of PIFA — Apply, Formalize, Improve (cf. section 4.6)):
The analysis of working methods should result in the identification of where a new
method for knowledge sharing has to be implemented.

3. Proposition of a tool intended to facilitate and support the daily work business
processes and integrate a KMS (Based on PIFA results): This phase should
deliver a tool that combines the business process management aspects (workflow)
and the knowledge management aspects. The workflow tool enriched by KM
functionalities (advanced search functionalities, notification of users, diffusion of
information to a predefined group of users, access and more qualitative searches by
meta-data categories, etc.) could be possible. The difficulty is in transforming the
different PIFA results of the observed processes into one generic process model.

4. Deployment of this system and change Management; contribute to the re-use
of existing information during the use of the tool: Even if PIFA delivered a good
understanding of the context of a knowledge intensive process and helped to
construct a tool, it is not guaranteed that the tool will be accepted by the user.
Natural resistance (due to habits, age, etc.) exists (cf. 3.3.2): The initial goal or
analyzed objectives by PIFA could change regarding new IT functionalities that
provoke a user behavior that is neither analyzed nor anticipated. Opportunity-based
occasions could tempt the organization to change the initial goal and analyzed
model by PIFA. Therefore, it is important to re-do the PIFA analysis in order to
analyze the deviation of the proposed PIFA working method and the real working
method changed by the introduction of an IT tool.
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This methodology should be used to design and implement a new IT tool. Furthermore, the
existing infrastructure should be analyzed and the new tool should be integrated into the
current infrastructure as explained in the following section.

4.5.2 IT infrastructure analyzed by PIFA

During the PIFA analysis, the existing infrastructure (“where” the information is coming
from) is also very important. In particular, a distinction between persons and IT-tools is made.
Furthermore, one of the production process characteristics is the use of heterogeneous IT-
tools (cf. section 3.5.5). This fact is also traced by the PIFA application as the PIFA approach
analyzes the source and the transfer methods of information (cf. section 4.3.3 and 4.3.4). This
principle is illustrated in the following figure:

oS * |nformation Flow '.' .
— Workflow | @
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Figure 55: Example for a PIFA result: current infrastructure related to processes and information flows

However, PIFA does not analyze the technical aspects of the IT infrastructure, but the
functional aspects perceived by the IT users as PIFA is only applied during interviews and
observation and not on technical infrastructures.

In the figure above, an example of a PIFA analysis is shown and the related IT tools and used
ontologies already used for this process execution are illustrated. Each of these tools already
has its specific structure (data structure and domain ontologies), as a tool is often designed to
respond to a specific need and a specific context or application type. As explained in section
3.5.5, especially for production processes many heterogeneous tools are used.

The constructed ontology based on the analysis has relations to the existing ontologies in the
IT-tool as shown in the figure above (cf. the principle of ontologies in section 3.3.1).

The new IT-Tool should support the daily work activities in order to guarantee the
deployment of the supported KM work methodology. The integration of the existing
ontologies is also valid for the integration into the current IT infrastructure. Therefore, the
theoretically built ontology could practically become a meta-crawler” by combining the

> A meta crawler is the component of a search engine that gathers listings by automatically ,,crawling® the
meta-data (annotations). Crawlers are also called spiders or robots.
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information stored in different tools in order to create a centralized, exhaustive view of
involved process information.

The discussed methodology to design an IT-tool and analyze the existing infrastructure
should deliver a functional and scenario characteristics. In the context of knowledge intensive
business processes, the characteristics of an IT tool are similar and an abstracted view is
explained in the following sections.

4.5.3 Functional and scenario analysis results for an IT tool

The functional and scenario analysis should discover the IT functionalities needed to
support the experiment process SWR and the explained solution principle. It is therefore
primarily important to support the “classic” workflow functionalities, discussed in section
3.6.3, and the discussed “rendez-vous” functionality of merging information to the right
action in the process flow direction. Additionally, the unstructured information flow
(retrieval, pull information functionalities) is also supported.

The following 11 scenarios could be abstracted from a PIFA analysis and be proposed for
an IT tool:

= Searching for contextual process information

= Searching for documents related to processes by contextual process
information

= Reading documents related to processes

= Storing documents related to the process

= Storing information to the MES system

= Consulting aggregated information about different processes
= Manual process annotation

= Semi-automated process annotation based on the manual annotation and
existing information in the MES

= Searching for employees’ competencies
= Searching for dependencies in experiments
= Acting on a process (Classical workflow functions):

0 Searching for current open actions related to a role and the user it is
assigned to

0 Consult, execute and complete actions
0 Store documents during action execution

O Manipulate information during a action
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Figure 56: Scenarios of PIFA context of knowledge intensive processes

To support the described information sharing and workflow management scenario, seven
main entities of the system and nine related key functionalities, presented in the following
section, were analyzed in a functional analysis.

4.5.3.1 Functional and relation analysis

A functional analysis could also be established from the PIFA analysis approach, especially
based on the functionality level. The objective is to clarify the needs for potential functions of
a system supporting the knowledge intensive business processes and the sharing of
knowledge produced during their execution.

The first part of the analysis is to determine the environment (actors and interfaces of a
potential system). The second part determines the desired functions of the system. The
functions link the different identified actors, processes and information through the interfaces
provided throughout the system.

The system should help the experiment processes, actors and their managers to improve the
processes’ management and their related information in order to improve the knowledge
sharing and reutilization. The interfaces of the system should support the work to handle the
experiment. Therefore, the environment should handle the processes, their actions, their
defined roles, their actors and their produced information. A PIFA approach used to construct
an IT tool should especially detect and support the following functions in the context of
knowledge intensive business processes:

= Process: This entity represents all executed processes

= Information: This entity represents all information produced during the execution of a
process
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Actions: This entity represents all actions concerning the executed processes.

Role: This entity represents all roles. A role is the owner of a action. An actor related
to a role can execute actions related to this role.

Workflow actors: This entity represents all actors involved actively in the processes.
Other actors: This entity represents all actors involved passively in the processes.

4.5.3.1.1 Definition of the functions and relations
The functions are represented in the following figure and described below:

Fg8

Other actors

) DYE{ Area ‘r:" R&D
group grouph o\ group

Figure 57: Functionality schema®

Function F1: Processes related to actions: A process is a structured order of actions.
The system should help to link actions to processes and allow management of a
process execution. Therefore, the systems should be able to relate different actions for
processes and handle the dependencies of actions in order to build up a process
structure—a predefined order of action execution. The objective is to structure a
process by a action order. A visualization of this structure, as well as a visualization
of the action state, should explain the process to the actor and give a process follow-
up. Additionally, an overview about current processes and current open actions is
possible by linking actions to processes.

Function F2: Actions related to roles: All actions defined in a process should be
assigned to a role. Only this role can execute and change the state of the action.
Responsibilities of actions are well defined by this relation and should aid in not
forgetting a action in a process and to clearly identify the role assigned to a action.
The system should therefore be able to associate a role to a action in order to ensure
that a action can only be executed by a defined role.

*% In the context of experiment processes at STM, the actors DYE, R&D, area or production could be directly
involved in the processes (process actors) or only have an interest of following-up the experiment processes
(other actors).
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* Function F3: Roles related to workflow actors: By assigning a role to an actor, a
person or group of persons is designated to be in charge of executing a action related
to a role, which is related to an actor. Actions are therefore associated with actors. An
actor should find all the actions he or she has to work on, identify actions coming due
and delegate actions to his colleagues. The system should be able to manage the
associated users as actors to a role.

* Function F4: Information related to actions: The system should help to relate
information to actions. All information existing in the system for the current or
already executed processes should be related to the action where they are needed.
Secondly, information produced and the contextual information during the action
execution should be capitalized on the action interface as well as structured and stored
within the system.

*  Function F5: Information related to processes: As information is related to actions
and actions are related to processes, information is also related to processes. The goal
is to give an overview about the produced information within a process.

= Function F6: Information related to workflow actors: As information is related to
actions, actions are related to roles, and roles are related to workflow actors,
information is also related to workflow actors. The goal is to give them the necessary
information for the action as well as to capitalize the produced information on a action.

» Function F7: Workflow actors related to processes: As actors (R&D, DYE, Area or
clean-room) are related to roles, which are related to actions, which are related to
processes, workflow actors are also related to processes. The goal is that workflow
actors always have a synthesis about the current processes (follow-up) and also access
to the information produced in the processes they are involved in. Additionally,
notifications are useful to inform actors of new information.

» Function F8: Other actors to processes: All actors working in the context of
experiment processes, but not involved in a process, should also have access to the
system. Especially for the management, the follow-up aspects and statistical
functionalities are important.

Furthermore, to realize these functionalities, technical functionalities must be provided by the
system as identified and explained in the following:

* Process visualization as a process comprehension guideline:
As the users have difficulties to position their work in a changing environment.

* Process visualization as an execution guideline, but flexibility in the process
execution:
As help for the users to recommend a process execution in the changing environment.

= Action form structure:

As the information must be displayed to an actor of an action and the needed
information is different in each action.
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=  Process modeling: fast model changes to adapt to changing requirements:
As the unpredictable changes of action type must be handled.

= Process follow-up and project management synthesis of current processes (process as
information object view):
As help for the users to follow-up the different state of process executions they are
involved in.

= Knowledge retrieval interfaces to search information of processes according multiple
points of view:
As help for the users to retrieve and compare information from previous and current
processes to avoid making the same errors again or redoing the same work.

4.6 PIFA abstraction and application framework

In the previous sections, the PIFA approach was explained and its application was illustrated
by different figures. Furthermore, the application field and especially the application in the
objective to build a new methodology supported by an IT tool was discussed, integrating a
Knowledge Management System (KMS) and a workflow management system (WMS).

In this section, an abstraction of these discussed facts and goals is given and the global
characteristics of PIFA are summarized.

Therefore, an explication of entities related to PIFA and its framework seems to be
particularly necessary:

4.6.1 Entities

The explication and illustration of PIFA in section 4.3 and the application of PIFA to build an
IT-tool in section 4.5 already discussed different characteristics and entities that are related to
the context of knowledge intensive business processes. In this section, these entities are
classified according their use.

The PIFA approach concerns three levels as explained in section 4.3.1.

The process level:
=  Process model
= Process instances

= Actions
=  Role
=  Human

The information level:
= Content information (documents, presentations, drafts, notes, etc. = final or
intermediate knowledge objects)
= Contextual information (process domain ontology, process description)

The functionality level:
= Functionalities related to the treatment of the process and information
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In section 3.5.3, it was mentioned that the full automation of processes and information
treatment failed in the past and therefore new research projects are more concentrated on the
Human-Machine-Interfaces. According to the important aspects of a balance between humans,
technology and organization in a specific context for successful Knowledge Management
activity (cf. section 3.3), the application and results of PIFA are also related to a context:

The context and environment:
IT infrastructure, the organization’s culture, methods, behavior

Even if the three PIFA levels already include the context’s aspects, it has to be clarified that
the PIFA results are domain specific and could not be applied and easily transferred to other
domains.

4.6.2 Framework

Different aspects of Knowledge Management and Business Process Management were
discussed in the Literature acquisition chapter (chapter 3). Furthermore, the application field
section (cf. section 4.4) already explained how PIFA could be applied to different business
process types.

In this section, a summary of the different framework layers and characteristics is given and
positioned to the application in this work. Therefore, a distinction between the context, the
knowledge management, the change management and the business process management
layers of the framework is important, as explained in the following.

The Context layer:
= QOrganization (cf. section 2.2.1):
0 Concurrent engineering
0 Sequential engineering

= Organizational interaction (cf. section 2.2.2):
0 Within the same department, within the same process
0 Within different departments, within the same process
0 Within different departments, between different processes (organizational
barriers)

= Communication environment (cf. section 3.3.3.1)
0 Same place, same time

Different place, same time

Same place, different time

Different place, different time

(elNelNe

= Business Value (cf. section 3.5.5):
0 High
0 Low
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The Knowledge Management layer:
= The knowledge nature (cf. section 3.2.2.1):
o0 Implicit
0 Explicit
0 Embodied or tacit

» The knowledge application (cf. section 3.2.2.2):
0 Needed
0 Desired

= The knowledge source type (cf. section 3.2.2.3):
0 Individual
0 Collective

» The knowledge type (cf. section 3.2.3):
Chaos

Complex

Knowable

Known

O 00O

The Change Management layer:
» The change nature (cf. section 3.3.2):
0 Prescribed
0 Constructured
0 Crisis
0 Adapted

The Business Process Management layer:
= The process types (cf. section 3.7.5):
O Administrative
0 Adhoc
0 Collaborative
0 Production

= The process nature (cf. section 3.5.5):
O Repetitive
0 Repetitive with dynamic changes
0 Unique

= The action complexity (cf. section 3.5.5):
0 High
0 Low

= The action structure (cf. section 3.5.5):

0 High
0 Low
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The PIFA approach to analyzing knowledge intensive business processes was developed in
the context of experiment management at STMicroelectronics. Even if PIFA should be
applicable to the whole framework, the industrial goal of this work in particular (“not to
intensify the collaborative work, but to increase the knowledge exchange over organizational
barriers in an asynchronous, delocalized environment” (cf. section 3.3.3.1)) restricts the
framework.

Due to the industrial goal and the context of experiment management (cf. chapter II), the
application of PIFA is especially valid for the following highlighted characteristics in the
following figure:

The PIFA framework

The Context laver:
COrganization (cf section 2.2.1): Concurrent engineering | Secuential engineering
Withm different]
“Within the same | Within different| Within same |departments,  between|
department, within the|departments, within the|departments,  between|different processes
Crganization’s interaction {cf. section 2.2.2) SAME Process SAME Process different process {organizational barriers)
Diufferent  place, same|Same place, different|Different place, diferent]
Communication environment (cf section 3.3.3.1) Same place, same time  |time time time
Business Walue (cf section 3.5.5) Low High
The Enowledge Management layer:
The knowledge nature (cf section 3.2.2. 1) Embodied or tacit Tmplicit Explicit
The knowledge application (cf section 3.2.2.2): Meeded Desred
The kenowledge source type (cf section 3. 2.2 3 Individual Collective
The knowledge type (cf section 3.2 3% Chaos Complex Enowable Enown
The Change Management layer:
The change nature (cf section 3.3.2.) Prescribed Constructured Crisis Adapted
The Business Process Management layer:
The process types (cf section 3.7.5) Administrative Ad hor Collaborative Production
Eepetitive with dynamic
The process nature {cf section 3.5.5): Eepetive changes Tmque
The action complexity (cf section 3.5.5%: Low High
The action structure (cf section 3.5.5): Low High

Figure 58: The PIFA application field framework

This successful application of PIFA to the context of the experiment processes (cf. chapter V)
could be considered a validation of PIFA for the highlighted framework. Other framework
contexts must still be investigated in order to validate and improve PIFA (cf. section 4.3).

To sum up, the application of knowledge management to business process management
should especially concentrate on the desired knowledge sharing between processes with a
high business value in order to transform individual knowledge into collective knowledge.
Surplus value of introducing knowledge management is especially given for complex
production processes with a high characteristic of collaboration having a high task
complexity. This is especially important in a concurrent engineering environment where
processes are launched in parallel. The knowledge could be more easily capitalized by
supporting the needed knowledge exchange within processes. In order to facilitate the
comprehension of defined knowledge management activities in business processes, the
process should be standardized. This is only possible for “known” process and knowledge
processes that are repeatable. The critical factor is the potential “user” of the new
methodology. Therefore, the change is adapted and conducted by this user. An organization’s
management, however, could also prescribe a new work methodology.

In the framework described here, PIFA helps develop a new work methodology in order to
integrate knowledge management in business process management.
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4.7 Conclusion

PIFA captures and formalizes the flowchart of the different actions and the associated
produced information in a real executed process. It is an aid in formalizing complex
processes, especially organizational transversal ones. The idea is to follow-up different
processes’ executions to formalize them as well as to formalize more precisely the different
actions of one actor in order to establish dependencies.

This method is only an aid and does not guarantee that all related functions are discovered
through the analysis, as exceptions could appear and some functions remain implicit, as they
are also considered as implicit by the interviewer.

The goal is to generate a process model of work and information flows and the associated
required functionalities.

Often Processes are modeled in a fixed way and do not represent the real process, or
exceptions cannot be handled by the defined process. Therefore, the abstracted process model
does not represent the work of actors, nor in the real world, neither in an abstracted view.

The application of PIFA is completely adaptable as it is an interview approach that could be
used to observe and understand one specific process instance. It could especially be used for a
dynamic environment where processes change by observing different executed processes of
the same process type. Therefore, the formalized process will be different as it analyzes and
follows concrete processes by combining different activities with the different work and
information flows.

The results of PIFA show and help to understand the importance of introducing
knowledge management in daily activities instead of introducing KM activities as a stand-
alone discipline. Therefore, the hypothesis that knowledge management activities have to be
integrated into daily work activities could be considered as a proof by the conception and
application of PIFA. In the context of a large number of projects, organizational project
barriers prevent delocalized, asynchronous knowledge sharing by direct contact. Therefore, it
is important to focus on improving and reducing the organizational barriers, often supported
by information technology. The analysis results give an overview of which knowledge is
produced and used for the process and which knowledge could be of interest and used for
similar processes.

The PIFA-method should give a sufficient model of the domain to analyze the daily work
activities, as well as their related knowledge activities. As the generated model is always
based on a limited number of executions, it can never cover all the needs. It is therefore
important to keep in mind that implicit knowledge sharing between users always exists and
these activities are difficult to understand and to formalize.
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5 INDUSTRIAL SOLUTION: EMA-an IT
tool for managing the knowledge intensive
experiment processes

5 ; This chapter illustrates the practical application
?-”""'*‘“““" 4%" of PIFA and gives an overview about the

; ~ 1 s | » industrial realized solution (EMA) based on the

?.. a? Problem, neol \ff_.?c. PIFA results. EMA is a tool that supports the
developed methodology  of  capitalizing

knowledge during daily work activities at STM.

5.1 Introduction

The PIFA method (described in chapter 4) was applied on the context of experiment
processes at STMircoelectronics. The objective was to understand the knowledge flow related
to the experiment processes. This analysis allowed the conception of an IT tool (EMA)
supporting the management of the described knowledge intensive experiment processes (cf.
chapter 2.3). In this chapter, the application of PIFA on the context of experiment processes
is illustrated and described and its results are discussed and evaluated. Based on these
analyses, a generic process model is constructed and the needed knowledge flow and
functionalities are discussed. Furthermore, the knowledge capitalization of experiments and
their context allows initiating a re-use of this information as desired knowledge. These results
helped to complete the technical conception of EMA. The tool was deployed and the change
management aspects as well as the return of experience are also discussed.

5.2 PIFA application on experiment processes at STM

In order to construct a sophisticated generic process model, different PIFA applications were
completed. The transversal experiment process SWR involves 20 different organizational
departments and 300 employees. Therefore, for 8 main departments, an interlocutor (key
user) was defined to apply the PIFA approach during interviews, validate the results and
generate a global point of view about the experiment processes and the supporting IT tool. It
was also important to conduct different meetings and interviews with the management to
validate the results and guarantee the management support for the tool. To this end, 3 SWR
processes were followed and analyzed by PIFA and their results discussed with the involved
actors and managers.

The following example is presented to illustrate the application of PIFA. The following
PIFA-template was applied on the action “Experiment Instruction Preparation” in the SWR
process:
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Process categorization: Action name: Experiment preparation for an operation
Process name: SWE, product: not specified, chent: not specified,
Process cycle time: 7 weeks, involved role: area owner
Function:

Needed Input: Check hold pos in MEZ _
T o Hele pos Produced Output: T
Person: WWrite instruction doc
from DYE per hdail R R
. . A . CLot report depends onfy
i after discussion Business Rules:
M : : o return ]
0 -If easy split and recipe,
5 M ofthe cleanroom S
I From tool: C -delegate to clean room, T 1 =
_ er mai
T MES request for lot E -otherwise prepatre E 3 E
E experiment
: A Mo tool
¥ Desmrable Input: R o tee R
T  Ezisti 1 Dat U
zisting recipes ata: .
5 il . . Desivable Ctput: |
Lot information :
E . Tpdated reporting E
Tool: T Information: List, my experiment T
MEZ info, due date H =W E information e 4 H
Forlot arrival Competence:
. )] : . Mo tool )]
at operation -Experience of machine
D : D
configuration
Arctual problems: copy/past from SWER to instruction doc is time indensive, lot position in the
Clean room, information ceniralization,
Whished Bex: information about experiment resulis,
regular report information: my experiment, lot position, due dates

Figure 59: Example for a PIFA application: Experiment instruction preparation

For an action of an employee, the information according to the PIFA approach (cf. section
4.3.1) and template (cf. section 4.3.1.1) is fulfilled during an interview and observation as
illustrated above.

This principle was applied to the context of experiment processes at STM. In the following,
the different results of the 3 followed and analyzed SWR processes are presented and
discussed.

In all analyzed processes, the action types are the same, but the number of actions and the
process flow changes. In general, 6 different action types were identified as in the following
table:

Al : Experiment Definition

A2 : Lot attribution for the experiment

A3 : Experiment instruction preparation for an operation

A4 : Experiment instruction preparation validation at an operation
A5 : Experiment Lot Treatment for a prepared instruction

A6 : Experiment analysis

Figure 60: Identified action types of the SWR process

These action types were identified during the observation and follow-up of 3 SWRs through
the PIFA approach.
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5.2.1 Examples for three PIFA results for the experiment process analysis

5.2.1.1 Process Level

The first analyzed SWR process starts with the “experiment definition” (A1), followed by the
“Lot attribution” (A2). The defined experiment impacts three different operations (cf. chapter
2). Therefore in the model below, one process branch concerns one operation. The first
branch starts with an “Experiment instruction preparation” (A3), followed by an “Experiment
instruction preparation validation” (A4). Once the experiment for an operation is prepared, it
will be executed at the arrival of the attributed lot at the concerned operation: “Experiment
Lot Treatment” (AS). The two other branches are identical to the first branch, but concern
operations different from the first one. The three parallel described branches will end in the
final action “Experiment analysis” (A6). In this example, a problem occurred during the
experiment analysis (A6) and the process was re-executed from the “lot attribution” (A2).

(a3)—»(a)—>(a9
E> @ @) (@) (@) —> ()
(a)—>(a)—>(2)

Figure 61: Example 1 of an analyzed SWR

The second analyzed SWR process also starts with the “experiment definition” (Al),
followed by the “Lot attribution” (A2). The defined experiment impacts two different
operations. The first branch starts with an “Experiment instruction preparation” (A3)
followed by the experiment execution at the arrival of the attributed lot at the concerned
operation “Experiment Lot Treatment” (AS). The second branch starts with an “Experiment
instruction preparation” (A3) followed by an “Experiment instruction preparation validation”
(A4). The experiment will be executed at the arrival of the attributed lot at the concerned
operation “Experiment Lot Treatment”. (A5). The two parallel described branches will also
end in the final action “Experiment analysis” (A6). In this example, a problem occurred
during the lot treatment (A6) and the process was re-executed from the “lot attribution” (A2).

S (2
EN—>@2) —>(a0)

Figure 62: Example 2 of an analyzed SWR

The third analyzed SWR process starts also with the “experiment definition” (A1), followed
by the “Lot attribution” (A2). The defined experiment impacts five different operations. The
first branch starts with an “Experiment instruction preparation” (A3), followed by the
experiment execution at the arrival of the attributed lot at the concerned operation
“Experiment Lot Treatment” (AS5). The second branch starts with an “Experiment instruction
preparation” (A3) followed by an “Experiment instruction preparation validation” (A4). The
experiment will be executed at the arrival of the attributed lot at the concerned operation
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“Experiment Lot Treatment”. (AS5). The action flow in the fourth and fifth branches is
identical to the first branch. Furthermore, these branches were added by returning from the
experiment preparation (A3) back to the “lot attribution” (A2).

The third branch is identical to the second one. These five parallel described branches will
also finish in the final action “Experiment analysis” (A6).

Figure 63: Example 3 of an analyzed SWR

5.2.1.1.1 Abstraction of the three examples

The analyzed examples showed two different discussed aspects of dynamic business process
management (cf. section 3.5.6). The process instances are very different and cannot be easily
superposed to create a generic process model. Even if the process has dynamic aspects and
the process instances seem to be similar, they cannot be anticipated before creating a process,
because the number of different process branches cannot be determined. Nevertheless, the
process flow within a branch could be anticipated. A generic model has to support this aspect.
Therefore, the number of branches could be determined during the process execution and
could also be modified.

This abstraction of the three PIFA results is based on the two following facts:

- The number and names of predefined actions types is fixed.
- The number of actions for an action type in a process can be changed.

This analysis statement confirms the first context analysis in chapter 2.
A generic process model is proposed in the following figure:

Multiple branch

@ 9 O

1
1:r|;ional action

Figure 64: Generic process model for the experiment processes based on PIFA results
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This model is a predefined model where changes are anticipated and predictable. The order of
actions (process flow) is also predefined, but the number of actions belonging to a certain
action type is unpredictable as the number of process branches is unpredictable.

The action “experiment definition” (A1), followed by the “Lot attribution” action (A2), are
the starting actions of the process. According to the objective of the experiment process
defined in these actions, a different number of process branches is created. A process branch
contains the “Experiment instruction preparation” (A3) followed by an “Experiment
instruction preparation validation” (A4). The action A4 is optional and the necessity of its
execution will be defined in action A3. The experiment will be executed at the arrival of the
attributed lot at the concerned operation “Experiment Lot Treatment” (A5). The process ends
in the final action “Experiment analysis” (A6). Furthermore, the process is not only uni-
directional, because problems could occur. Therefore, from each action a possibility to
modify the process must be given as shown by the arrows back to actions A1 and A2.

Based on this generic process model, the information flow could be analyzed and associated
to this generic process model, as explained in the following section.

5.2.1.2 Information Level

The abstraction of the three analyzed processes discovered that there are 6 different action
types as explained above. The information flow should be analyzed and formalized to the
generic process model. Therefore, the information flows from the different analyzed
examples are not presented separately; only the generated information flow model is
presented.

The results of requested and discussed information flows for the three analyzed SWR are
detailed in the following:

Al : Experiment Definition

Input: Information: (needed: ---, desired: similar executed SWR intermediate or final results)
Output: Experiment definition (SWR doc) for all concerned operations, send by email, stored
on a shared file server.

A2 : Lot attribution for the experiment

Input: (needed: experiment definition (SWR doc), already used lots, desired: experiment
synthesis for already used lots)

Output: Attributed lot numbers to the experiment (SWR doc), sent by email, stored on a file
server, set information to the MES

A3 : Experiment instruction preparation for an operation

Input: (SWR document, needed: experiment definition for one concerned operation, current
position (operation number in the fabrication chain) of attributed lots in the cleanroom,
desired: already existing recipes on the machines)

Output: One document for each lot at the concerned operation. Desired: existing recipes at
the machines in the cleanroom, sent by email, stored on a file server.

A4 : Experiment instruction preparation validation at an operation

Input: (one document for each lot/operation; needed: one document for each lot at the
concerned operation, desired: ---)

Output: Validation of the documents

A5 : Experiment Lot Treatment for a prepared instruction
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Input: (one document for each lot/operation; needed: One document per lot, desired: existing
request recipes on machines)
Output: Intermediate results (synthesis, comments, measurements per lot per operation)

A6 : Experiment analysis

Input: (needed: all intermediate results, desired: similar results or problems from other
experiments)

Output: analysis result of an experiment

This described information flow is illustrated in the following figure:
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Figure 65: Analyzed SWR information flow

Information is stored and retrieved from the Manufacturing Execution System (MES).
Therefore, the information structure in the MES already influences the way process actors
search for information and how they do their work.

The PIFA approach showed that there are essentially two different existing applications that
are used for managing the SWR process: the LDAP directory and the MES. The existing
information structures are integrated into the global experiment process ontologies. Therefore,
changes of information structures, values of different categories, etc., will automatically be
updated. The maintenance is therefore less time intensive, the coherency between different
tools is validated, the used vocabulary is coherent and the information structure is re-used for
a semi-automated annotation.

A part of the identified categories by PIFA and the existing ontologies in the LDAP and MES
system as well as the proposition of combining both domains is detailed. The used categories
and free text annotations and their sources (explained in clamps) as discovered by PIFA (cf.
Information level of PIFA in section 4.3.3) are as follows:

Established Ontology:
= Experiment keywords
= Experiment description (old SWR)
= QOperation number (MES) (old SWR)
= Operation description (MES) (depends on the operation number)
= Area (MES) (depends on the operation number)
= Conditions for the experiment at an operation (old SWR)
* Lot numbers (MES) (old SWR)
= Technology (MES) (depends on the lot number) (old SWR)
= Route (MES) (depends on the lot number)
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=  Product (MES) (depends on the lot number)

= Involved actor (LDAP) (old SWR)

= Involved actor’s email address (LDAP) (depends on actor’s name)

= Involved actor’s telephone number (LDAP) (depends on actor’s name)

= Used recipes for the experiment at an operation

= Used equipment for the experiment at an operation (MES) (depends on the operation
number)

Therefore, by re-using and integrating the LDAP ontology (an actor — has an email and a
telephone number) and the MES ontology (lot — has a route, a technology, a product and an
operation — has a description, depends on an_area, could be produced on different machines)
could improve the knowledge management activities.

Furthermore, the discussed information flow transfer methods (email or shared file server)
could generate some functionality problems as explained in the following chapter.

5.2.1.3 Functionality Level

For the 6 discovered different action types the executed functions are analyzed and
improvement possibilities are proposed. The analysis groups the functionalities analyzed in
the three different examples and gives an overview in the following:

Al : Experiment Definition:

Functions: Experiment Description, Matrix creation (operations, conditions)

Problem: Different experiment matrices, matrix templates

Improvement: Standardize the matrix, propose best templates

Proposed KM functions: Retrieval possibilities based on executed experiments (search
categories: keywords, operation, operation description, lot, machine, recipe) and supplement
semi-automated experiment annotation based on chosen operation (operation description,
area; source: MES) and on involved actors (telephone number; source: LDAP), and

harmonize the vocabulary for annotation in order to provide better information retrieval

A2 : Lot attribution for the experiment:

Functions: Choose lot for an experiment

Problem: Time intensive to check whether a lot is already used for an experiment (two
different Excel tables to compare) and to check current position in cleanroom (MES) for
attributed lots

Improvement: Standardize the matrix, propose best matrix templates, and integrate the
comparison and potential lot proposition

Proposed KM functions: Supplement semi-automated experiment annotation based on
attributed lots (current lot position, route, technology, product; fabrication due date (source:
MES))

A3: Experiment instruction preparation for an operation:

Functions: Generate instruction document per lot / operation

Problem: Copy information from SWR document to lot-operation-instruction document is
very time intensive and redundant

Improvement: Automate creation of different documents based on the same input information
Proposed KM functions: For each experiment condition, check whether the requested recipe
was previously used and should therefore already exist on machines, and integrate this

149



information in the instruction document, supplement annotation of the experiment by
experiment conditions, machine, and recipe. Harmonize the vocabulary for annotation
(provide a list of validated equipments for the concerned operation) in order to provide a
better information retrieval

A4 : Experiment instruction preparation validation for an operation

Functions: Validate the information

Problem: Validate different redundant instruction documents for the same SWR document
Improvement: Group the validation for all instruction documents for the same SWR

Proposed KM functions: Capitalize the name of the person who validated the experiment for

an operation

A5 : Experiment Lot Treatment for a prepared instruction

Functions: Execute the experiment based on the instruction information

Problem: Different source and templates for the lot instruction document (email, telephone,
document)

Improvement: Harmonize the instruction document structure and format

Proposed KM functions: Centralize the intermediate results, provide commentaries on the
intermediate results (problems, remarks, etc.), track time for lot treatment (source: MES)

A6 : Experiment analysis

Functions: Analysis based on intermediate results

Problem: Find all different intermediate results

Improvement: Centralized information

Proposed KM functions: Store analysis results, associate information to the experiment
definition, diffuse results to all involved and potential interested actors (actors who already
did experiments at this operation in the same or similar context (other technology, other

experiment structure).

5.2.1.4 Abstraction and synthesis of the SWR process analysis by PIFA

Even if the three levels of PIFA are formalized separately in order to analyze and apply
methods of each domain (Information and Knowledge Management techniques, Business
Process Management techniques, Requirement Engineering techniques), the results have to
be combined into one generic model that represents the current knowledge and process
activities as well as improved functionalities. Based on this model, a new work methodology
extended with Knowledge Management functionalities and improved work functionalities
could be deployed (cf. chapter 4).
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Figure 66: Integration of the three levels into one model?’

As described in chapters 3 and 4, the deployment of a new methodology without any concrete
support to motivate and initiate a change is not easy. Furthermore, the context analysis of the
experiment process (chapter 2) already showed that even existing tools could not satisfy
globally the defined KM goal of knowledge capitalization related to experiment processes
(especially negative results and intermediate results and comments). Therefore, a tool, called
Experiment Management Application (EMA), was designed based on the established generic
process model with improved functionalities, as illustrated in the figure above (figure 66).

In the following section, the solution principle and its associated specifications are presented
and discussed.

5.3 Specifications of Experiment Management Application
(EMA)

The specifications are divided into three different parts. At first, the solution principle is
discussed based on the PIFA approach. Furthermore, the functional specifications are
discussed and detailed by UML diagrams. Thirdly, the technical specifications and the
system’s architecture are briefly explained to point out the technical framework of the
solution. A detailed discussion seems not to be necessary as the technical framework depends
especially on the given technical infrastructure, meaning that EMA could also be realized
with different technologies. The essential are the functional specifications to respond to the
employees needs.

5.3.1 Solution principle

The abstracted analysis of the SWR process (cf. chapter 2.3 and 2.4) showed that the SWR
document contains all information to initiate a new experiment process and is updated with
intermediate results and a final analysis to validate the experiment. Furthermore, each actor
involved in the process receives the document and takes the information concerning his or her
work to prepare the experiment.

27 For a more convivial presentation of this model, please refer to appendix 7.7
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The information in the SWR document represents the categorization, the process information
and the produced knowledge (measurements, results, conclusion, etc.) (cf. chapter 2.4). It is
therefore important to centralize this information and notify people about information
changes and process evolution. Therefore, the classical document structure has to be aborted
and a part of the document can be considered as annotation and process information and will
be directly, manually entered in the system, instead of writing a document. This principle is
illustrated in the following figure:
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Figure 67: Principle of transforming the SWR document

The first part of the SWR document could be re-used as process categorization description.
The user can enter free textual annotation and predefined categories of the established
ontology. Therefore, the process will be annotated. These annotations represent a part of the
context that help to improve the information retrieval and the internalization of the produced
process information to new knowledge (cf. Information level of PIFA in section 4.3.3).

Furthermore the second part of the SWR document could be considered as the process and
experiment information. The number of concerned operations determines the number of
parallel branches in the generic process model analyzed by PIFA and the involved actors. By
filling in this information, on one hand the process gets more contextual information as
annotations, and on the other hand the process instance is constructed as the number of
parallel branches depends on the selected operations. Furthermore, the information is
redundant with the information in the MES and could therefore be reused from this existing
tool (cf. Process level of PIFA in section 4.3.2).

The third part of the SWR document represents the results and conclusion of the experiment.
Depending on the experiment, different measurements or explications are necessary for the
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experiment analysis and result explanations. Therefore, the content represents the produced
knowledge in the form of a document.

To sum up, the produced document SWR results will be stored in EMA. The information
stored to prepare the experiment represents the experiment process information as well as
contextual information to annotate the experiment process. These annotations could be re-
used for a better knowledge retrieval. The selected operation numbers for the experiment as
well as the chosen lots represent the core information of the experiment.

As an experiment impacts the standard fabrication route of a technology managed by the
MES, the information about technologies, lots, operations, etc., exists already in the MES
system and the selected operations and chosen lots depend already on the described context,
structured by an ontology. This ontology could be re-used and complementary information
for the annotation of the experiment could be re-used and retrieved from the MES. This
principle is illustrated in the following figure:

Manual fill out and |[| Semi-automated
annotation |:l‘> annotation MES
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L.e. same lat, same operation, same technology

Figure 68: Description of the solution principle for EMA

A manual description and annotation of the process and its future stored documents are
requested. This annotation is automated based on the given information in the MES. This
information will be used, on one hand, to execute and manage the experiment process. To this
end, EMA integrates a Workflow management System. On the other hand, this information
will be used for better information diffusion by knowledge retrieval interfaces. EMA
therefore integrates a knowledge retrieval system.

Furthermore, the stored information could be re-used for different objectives:

* An existing experiment could be retrieved to avoid making the same errors again

= A similar existing experiment could be retrieved to improve ideas and the quality of
the experiment

= A retrieval of involved actors for a process or an operation number could visualize
the competence and knowledge of actors within the process organization

* By retrieving and analyzing the different operations selected for an experiment,
dependencies could be established and be re-used for further experiments

In the following this solution principle will be more detailed by a UML diagram.
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5.3.2 UML model

UML (Unified Modeling Language) is a language that is used to specify technical and
functional aspects of an IT application independent from the technical infrastructure
[Eriksson et al., 2000]. Based on the PIFA analysis abstraction, use case models could be
built for each actor involved in the process (cf. appendix 7.8). Furthermore, the PIFA analysis
and also the used case models helped to establish the classes and their relations for the EMA
tool. In the following, a simplified UML class diagram is presented. The intention is to
present the principle of interactions and relations between the process and information based
on the functional and scenario analysis. The real class diagram used for the EMA tool is
much more complex, as there are also cardinalities between the contextual information such
as a lot, its operations, route, (i.e., a route contains n operations, a route could be affected by
m lots, etc.), etc.

The identified classes are as follows:

Actor: the actor and his or her information such as name, email, telephone number
Role: a role characterized by its name

LDAP directory: directory that provides the information and updates about actor
information. Information is redundant with the Actorclass information, but this class
is part of another system

ProcessModel: contains process structures about modeled processes

Process: contains the process instances created based on the process model
information

Action: contains the action, created based on the process model

Document: the created and stored documents in the system

Descriptive / contextual information: this class represents all information capitalized
during the process execution in actions. It represents descriptive information that can
be used during the process and/or contextual information

MES information: The MES information is redundant with a part of the descriptive or
contextual information, but this class is part of another IT system.

- MES information
e | [ e | @R
name Slﬁng 11 1 %AcmrlD : string gfg{{:n[gﬁsrg‘mn 8 Gl
hone number : string| | Sname : string : < stri
%gmail : stiing £ &¥phone number : string gtizzglquﬁi:mng
&general info : string B&email : string 2 : g
Efname2 : type = initval 11
1. 0.1
1.1
Descriptif / contextual Information (Annotation)
Role 1.% %opera:?on alntegetr_ i
o operation description : string
a’x:z:‘[;,'n?."g?mg Qexperimem conditions : string
E¥TaskID : String Qgreclpe_ : s.trlng_
BiActorD - String B%machine : string
: E¥lotiD : String
T & Lot technology : String
” B //0 &5Lot route : String
_— o ‘Q;general descriptions : string
1.1 0.1 —
Task _—
-
&5 TaskID : string — /0--1
B¥name : string 1 1.5
BJprevious tasks : taskIDs — Process
B5following tasks : taskIDs|1..* — ————_ |B¥ProcessID : string
- 11| B8name : string
] L. 01 " |B¥name : type = initval
0..% ..
Document
&3DocumentlD : string 0..1
E5date : date 1.1 ProcessModel 1.1
&name : stiing B TaskModellD
&5type : string B¥name : string
Bcontent : byte ﬂ)previous task : TaskModelllD
Bhfollowing task : TaskModelllD

Figure 69:

Simplified UML
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This simplified UML model represents the relation between information and the process
for the analyzed experiment processes. This is the basis for building a tool supporting the
knowledge capitalization as information at its source in “real time” and supporting the
process management by combining the functionalities of both domains, integrated into one
environment.

The functions manage the process flow and support the transfer of knowledge to involved
actors.

5.3.3 Technical specifications and realization

5.3.3.1 General features and re-use of an existing Workflow Tool

The technical specifications were completed based on an existing generic workflow tool
“Apollo” that was reused because of efficiency reason. Therefore, the tool had to be adapted
to respond to the functional needs of EMA. The tool was already able to manage complex
processes as processes with branches in parallel and related sub-processes and provides a
graphical process visualization and access. For each action in a process, the action form
(visualized to the user), is structured by components. A component represents a functionality
such as completing a data form, selecting a predefined value from a category, etc. Each action
form can therefore be modeled with different component structures. A action form, accessed
by its owner, allows manipulation of the form (editable form). A action form accessed by
another user shows the action form in read-only mode. In order to re-use this technical
infrastructure, the generic workflow tool had to be adapted to be able to manage the
information flow and the specific functionalities to realize EMA.

due date

Experiment Definition] —

(not planned) =
- \click web form composants

transition

action .ﬁ

g

action multiple

Notetared  Hist
ons  Technology Maturity 5 for Fredenc LALANNE (Technology Cvwnen

Figure 70: Principle of the reused workflow tool Apollo

Requirement: Process visualization as a process comprehension guideline

Solution: For each process instance, a visualization of the process is accessible for the users.
This visualization shows action dependencies. Actions, where the connected user is the action
owner, will be displayed with a bold border. The user can identify the context and relations of
his actions in a workflow, as well as estimate the work coming due for current processes. By
clicking on the action, he can access the action form. If he is the action owner, the action
form can be modified; otherwise, the form will be displayed, but cannot be modified. In this
way, the user can more precisely understand the goal of each action or access specific action
information.
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Requirement: Process visualization as an execution guideline, but flexibility in the process
execution

Solution: The process is predefined. This predefined and visualized process is used to give a
guideline to the users of the preferred order of the process execution. As process models often
do not represent the “real world”, the predefined order of actions does not have to be
respected. Therefore, the notion of “action state” is introduced. The process does not have a
state, but each action has an action state. At each action closure, an action state will be
attributed. At any time, the users can go back to a completed action and modify it, as well as
start any actions in a process without respecting the order.

Experiment Definition
2006w

Lot attribution for the experiment
2006w40

Experiment Instructions
{not planned)

x1

Experiment Instruction Validation
{not planned)

x]

Lot treatment
{not planned)

F

Final Analysis
{not planned)

Figure 71: Process visualization functionality

Requirement: Process instances changes for actions

Technical solution: Process instances have to be changed as new actions will be added that
are part of the process. Therefore, the notion of a multiple action is introduced. A multiple
action is an action having a specific factor. A factor type has n factor-values for a process
instance. The factor-values are determined during the process execution and can be changed
at any moment. For each added factor-value, an instance of this action is created. Therefore,
the number of actions can be changed for each process and the process instance is changed
dynamically. For an action having a factor, but no defined factor-values, the action is aborted
and ignored in the process flow.

Requirement: Process instances changes for process parts and better process overview
Technical solution: The notion of a sub-process is used. A process has different actions
representing a sub-process. Large processes can be structured more easily and give a better
overview about the process, as it can be detailed in different process levels. Key actions and
milestones in the process can be better represented. The action state of the process can be
better synthesized as the action state of an action representing a sub-process synthesizes all
action states in the sub-process.
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Additionally, by using a factor for an action representing a sub-process, process branches can
be added for each process instance as needed.

Requirement: Action forms structured by information component

Technical solution: The action form displays all necessary information to execute the action
and request to fill in text fields, tables or store documents as results of the action. The notion
of action “information components” is used. A component displays the component
information or text fields, tables, etc. An action form is defined by an order of different
components. For each action, the components and their rankings are defined, but can be
changed at any moment. The changes impact the process model, and current and future
process instances. Therefore, information components could also be used for different actions.
Changes in the information requirement can therefore easily be adapted.

I Action : Final Analysis - Role : Device Engineer {filiére)

Context Ems, [ 8WR 2271 o to Content Report
Description Flease upload your final SWR document including all steps of your experiment (Trial, Split, Preproduction) and fill in the following fields to synthesize
your conclusion
Owner Hendrik BUSCH
Due Date inone)  Review

Purpose Ip\ease selectone ¥

Purpose Conclusion |

Final Conclusion =
Conclusion Summany Ip\ease select one 'I
Deliverahles Type Title Status/Reason View Modified Modify
1) 5wR Document-... Deliverable Reguested ® (unknown) Treat Properties

Additional documents  (hone)
Add

Following actions  Experiment Synthesis for OP for Hendrik BUSCH (Device Engineer (filigre))
State Mot started History

Save Complete Abort Cancel

Figure 72: Action form structured in information components

Requirement: Process modeling: fast model changes to adapt to changing requirements
Technical solution: The notion of process model and process instance are distinguished. A
model represents the predefined process flow. A process instance represents an executed
process, based on the model. The process model can be changed at any moment. Changes in
the process structure will impact new processes launched after the changes have been made.

: : ==
e
T
copy ===}
1
== == o
] Tl
S = ===n
-.-a'..-.: ﬂ.:mn
e T
instance 1
=
| g
it
modeling instance 2

Figure 73: Principle of process model and generated instances
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Requirement: Follow-up and project management synthesis of current processes (process
object view)

Technical solution: The follow-up of processes is very important as processes have also to be
managed like projects. Therefore, the process follow-up as process-information objects is
introduced, meaning that a process follow-up synthesis is composed as a mix of actions states
and information components. A “process content” page is available for each process
displaying all information components (chosen as reported) for all levels and actions of the
process.

a EMAvzo Process View > Content User: hendrik BUSCH Log out
process tree @
Fyreg— T o e tttanes
S SR 3158 Type Op. Description 12345678910 1112 13 14 15 16 17 18 19 20 21 22 23 24
B1E SR 3158 Recipel (Strd) X X X
WD SWR A0 Split 4017 Recipe2 HHH K KKK X X XWX X KK XK K
H{] SR 31A1 Retlpe3 &l " %
heas 4017 Reciped K ® k4 k4 HoOR #OM
H{] SR 62
‘Wafers fo inspect HooH X ® K
B3 SR 3163 Def 4100 OPAL max 2isplit E
=0 swR31ed MIS rnax 2isplit HoOH
H{I] SWR 2165 . Lot i i :
W] SWR 3166 Actif pumbey | CPeration Technology Product Route Oty Scr Attach date  Attached by
EHEY BWR 6T Ho JBI0TAG aez0 HCMOS8  F3534ABJ-1C HBC-GYEHS2 25 0 18/08/2006 thierry rodrigus
=2y Step Triald Defectivity Conclusion (none)
-~ SplitMatt-4017- Defectivity Status  {none)
{1 Meas. Mat1-4017 DefecliviryTa_asl Name ¢ none)
(2 Def Mat1-4100-1 Details
-3 SWR 3168 a Deliverables Type Title Status/Reason View Maodified
< | & - 1) DER Document Deliverable Requested ® {unknown)
Additional documents {none) =
Due Date 2006w42
Last reviewed by Thierry RODRIGUEZ on 18/8/2006  Reason : First planning (First planning)
Step Conclusion {naney
Additional documents (hone) b
£ | ¥

Figure 74: Content report screen: SWR process as information object

The explained reused workflow tool already includes many functionalities and entities
discussed in section 4.5.3. Therefore, the abstracted scenario and functionality analysis could
be considered as validated. However, the tool did not match all functionalities. No knowledge
management functionalities were available (neither category capitalization nor retrieval).
Furthermore, the specific domain functionalities analyzed by PIFA had to be developed as
explained in the following sections.
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5.3.3.2 Evolution of the existing workflow tool and developed architecture

Even if the basic architecture of a workflow management system already existed, the
architecture had to be extended with the Knowledge Management System (KMS), as
illustrated in the following figure:

ser interface
3\ ( : i WMS

Cescripton
@ Component task structures
@ Process Models,
e A1=11,17,13, 14

@
Categor ztlan
Flea e seloct W IT @
Lat, technology, route,

Flease selact W || 3
operstion, operation

current stats: open | | @

Multiple access @
Select information entity
Reporting about processes <:|

dezcription,

~_ 7

Figure 75: Architecture of the EMA tool

1. User interface of action: the user is involved through actions in a process. He fulfills
the needed information for the experiment process trough the action forms. A action
form is structured by information components that could be modified by its owner.
Therefore an information flow (information merging to the right action) could be
initiated and modeled. All experiment definition information will be fulfilled through
these action forms. Additional information as documents could also be stored through
these interfaces. As the executed process is a real-time process, knowledge
capitalization is also in real-time at its source.

2. Action completion and workflow: Once the action form is fulfilled and completed by
the user, the workflow management system manages the process. The completed
action will be closed and following actions will be opened. Action owners will be
notified about actions they need to do, and they can access the action forms related to
these new open actions.

3. Knowledge capitalization through action form: The completion of a action form by a
user stores the fulfilled information and documents into the knowledge management
system. Therefore, the fulfilled information has a double character: information
needed for the process as well as annotation of the stored document and treated
process.
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4. Semi-automated annotation of fulfilled information: The completion of a action
form stores the information considered as annotation into the KMS. By re-using the
existing ontology in the Manufacturing Execution System (MES), the manually
fulfilled annotation will be completed by an automated annotation: a stored document
or executed process concerning a certain operation of a technology route. The
document and process will be automatically annotated with the operation description
and the concerned area. For a selected lot for an experiment, information about the
technology family, its route, and its final product will be automatically retrieved and
will annotate the process and its associated documents.

5. Knowledge Retrieval: The information stored in the application could be retrieved
through user interfaces allowing multiple points of view: the used categories for
annotation could be used in any desired order to retrieve interesting processes and
associated documents and limit the search results. The retrieved information should
help to build new knowledge. Furthermore, the knowledge retrieval could also be a
report about current processes (process follow-ups or process synthesis).

6. Re-use existing: The retrieved information should be re-used in order to improve the
quality of an experiment as well as to avoid making the same errors again. Therefore,
based on existing experiment processes, new processes could be initiated.

The information management, semi-automatic annotation and workflow management are
transparent to the user as he sees only the unique user interfaces of the system. Even if they
could be considered as different modules, there are dependencies between these modules, as
illustrated in the architecture figure.

5.3.4 Technical infrastructure

The technical realization depends on the given infrastructure for a project. A functional need
could be realized with different technologies. As in this work, a basic generic workflow tool
was re-used and had to be adapted; the technical background was not analyzed or evaluated.
Today it seems more and more important to minimize the technical support and provide
maximal access to applications. Therefore, it is important for applications to be web-based
and that they can be accessed via a web navigator program such as Netscape, Mozilla, or
Internet Explorer, through the organization’s Intranet. Furthermore, to provide a possible
portability to other servers or different fabrication sites, the applications should have
maximum independence. These two requirements were fulfilled, as the application was
developed with the java technologies (J2EE, JSP) and can be accessed via Internet Explorer.
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5.4 Use cases EMA

In the following, use cases for the EMA tool are presented and explained. First, the support of
the process management (workflow aspect) is explained as well as the integrated knowledge
capitalization functionalities (manual and semi-automatic).

In the second part of the chapter, additional knowledge retrieval functionalities are explained
that could help to re-use the existing information.

5.4.1 Use cases for an experiment process execution

For the identified six actions types (cf. section 5.2.1), screenshot examples are given and
explained in the following section.

AYy EMA.z0 Action Form User: Hendrik Busch Log out

Action : Experiment General Info - Role : Experiment Owner

Context SWRS fSWR 3052 oo to Content Report =
Description Please fill In the following figlds ta explain the context of your experiment. .

Notice: [t is important to fill in the "technology to qualif’ and the "Qualified technologies with this experiment’ as only lots can be choosen from these
technologies to he splited for this experiment

owner Hendrik BUSCH
Experiment Keywords |

Experiment ;l
Description

[ |
Priority [plesse salect one =] -
Pumose [ emdar  E
Purpose Comments |
Nature I please sslect one LI
Nature Comments |
Classification  [pleas= select one 7]
QP No. |
ECH Ho. [
=l

Figure 76: Action Ala: Experiment definition: experiment description and annotations

Action Ala: Experiment definition: The user has to fill in information about the goal of the
experiment. Information could be free text as well as predefined from a value list of a
category.
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:7[ EMA w20 Action Form User: hendrik BUSCH Log out

I Action : SplitMatrix - Role : Experiment Owner
Spiit matrices spiit Matrix 1 - [ Iot{s) attached

Type Op. Description 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
WDDDDDIDDDDIDDDDDIDDDDDDDD

gpit 4017 ez | MEHMOMOMMEHEOMOMMMOMEEOMEEE -
Fepes | OO00MOOOOOOOOMOOOCOOOMOOOO

mess 4017 Feeres | JUMMUOMOULULOMOMUOOMEMOLOEEOULOO -

ezt | MO OOO0OMOOOCROOOOOOEEOCOO
pef 4 ralmmzet | OO0 0000000000000 O000EO0O0 -+
Merexzet | MOMOOCOOOOOOCOOOOCOOOOOCOOO

Choose template +|| MNew Split New Measure  MNew Def.

New Matrix

Shared SWR Compare 3 Recipe to determine best parameters for 401 7 operation, measures defectivity to compare to standard values at 4100
Comments (filiere-
area)

|

Figure 77: Action Alb: Experiment definition: Split Matrix definition and annotations

Action Alb: Experiment definition: The user defines the Split Matrix that is the core of the
experiment. The number of used lots will be selected and the impacted operations of a_route
for a technology will be detailed. For each operation number, the different experiment
conditions will be explained and the number of wafers that will be used for these conditions
are selected through a checkbox. Once the Split Matrix is saved, the experiment will also be
annotated with additional information existing in the MES system: the operation number will
be completed by an operation description and the responsible area section.

:7’ EMA w20  Action Forin User: hendrik BUSCH Log out

I Action : Choose lots SWR - Role : Device Engineer (filiere)

Attach lots Split matrix 1 - 1 lot necessary s
Type op. Description 1 2 3 4 5 6 7 8 9 101112 13 14 15 16 17 18 19 20 21 22 23 24 25
Recipet (Strd) H ® H
Split 4017 Recipel A KX X XK XX X XK X H XX XK XX
Reciped 3 kS kS
Meas 4017 Recipe4 X R X X X XK X X
Viafers to inspect kS kS kS kS oKX
Def 4100 OPAL max 2fsplit X X
MIS max 2isplit kS kS
Show Lots
Attached Lots - Matrix 1
Actit Lot number Operation Technology Product Route Oty Scr  Attach date Attached by Del
[ JEIOTAG 3820 HCMOSE F3534ABJ-1C HEC-GTEHS2 28 18082006 thierry rodriguez
Shared SWR Compare 2N EMA v2.0 - Microsoft Internet Explorer E] .
Conlmt;lrl;sa)(ﬁllere- EMA 20 Choose Lots User: hendrik BUSCH
Available lots for LRlSWISEEIR] | | ast database update : 2006-08-18 11:20:24.0
NCL Used
Sel.  LotHNbr Product Wk Ope. Desc. Route Oty Status Hot Hid Owner o
[0 JsanTas FSS?‘E:ABJ- TT 3820 DEF TEOQS HBC-GTEHA2 25 [ LINE ?:"é’?
Following actions  Flag lots [J JB29IYR  F¥4B5AAJ1B PHOT 3740 FH.PLDD H3C-GTES24 21 MM LINE =
State Cao [ Je2aivR1 FY4BSAAL1B PHOT 3486 PH.PD.Mmos HBC-GYES34 1 MY LINE e

Figure 78: Action A2 Lot attribution for the experiment
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Action A2: The actor is in charge of attributing the lot. The button “Show Lots” retrieves all
current lots for the selected technology before the first operation in the matrix that are
currently declared in the MES system. Furthermore, previously used lots for different SWRs
will be marked as used. The selection of a lot number will import the lot number to the
experiment. Furthermore, the lot number is determined by its current operation in the clean
room, its technology, its route, its product, its guantity. Additionally, this information is
verified every 15 minutes for verified technology routes changes, quantity changes (scrap of
wafers) and its current operation in the clean room.

—
AYS EMA w20  Action Form User: hendrik BUSCH Log out

I Action : Preparation Split - Role : Split Owner
Split Matrix Part Type Split - Operation 4017 - REC.SD ME - TT

Description 1 2 3 4 5 6 7 8 9101112 13 14 15 16 17 18 19 20 21 22 23 24 25 [
Recipe1 (Strd) X X b4 Recioe XX TER
Recipe2 KoK K H KK KK X KKK oK K ¥ ® K M [Recipe XXYTER3
Reciped X X X Recipe XXYTERS
< | >
Instructions to reate nevy recipe sccording to standard procedure 3
cleanroom hut dowen machines, creats recipe, upload to MES and
plit LOT according Split Mairix|
Support Validation ‘ ‘
(=
Requalification ‘ ‘
(=
Shared SWR ompare 3 Recipe to determine best parameters for 4017 operation, messures defectivity to compare to standard values at 4100

Comments {filiere-
areap

v

Figure 79: Action A3 & A4: Experiment instruction preparation and validation for an operation

Action A3 and A4: The experiment instructions are prepared and validated in the second
form. A user retakes the current fulfilled information, and could modify them and validate
them, so the information is transferred to the MES system. Furthermore, in the EMA tool, for
each operation a new process branch is initiated. These action forms above therefore concern
only one operation. The previously fulfilled information will be shown for an operation and
the user can complement this information by choosing a recipe or equipment and give
instructions for the lot treatment.
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6 1 5 F RG op 4444 - Spl |t 4 Area Owner :  Hendrik BUSCH - 042 5924
' . b
Parties Filiére:  Hendrik BUSCH - 042 5924
SWRs /ISWR 3044 /Step Split-1
Experiment Qualification for lot technology X
Recipe / sequence to create :
create recipe1: shut down equipment, create recipe, upload to MES.
o Wafer number Recipe Piste D JE t.

o= 1] 2] a[4]s[e]7]a]s[w[1]12]13]ra]15] 6] 17] 18] 18] 20] 21] 22] 23] 2a[ 25 =R i Eap
Sird Recipe 12
Recipe1 Recipe2 15
Recipe2 Recipeld 17
Reciped Reciped 9
Instructions to cleanroom :
Create resipe 1 and split
return comments in MES
Suppert Validation Comments -
Requalification Comments

Sadge
Lancement sur I'¥quipement {double controle si hors WS)
Commentaire ajouté dans WS [précisez équi ecetteitrig double dle si hors WS)

/ADSC pour ramener le lot au step aprés process (pour lancement hors W§]
LL'archivage dans EMA (en test pour DEF et IMPL) (cliguer sur le boutton Treat du lot concerné, cliquez sur "used eqpt” pour saisir les equipements utilisés, ajouter deg
commentaires eventuels, cliquer sur done pour archiver le Split)

Figure 80: Action A5: Experiment Lot Treatment for a prepared instruction

Action AS5: After preparing the experiment, the_lot is treated in the clean room. A document
in PDF format is available that shows the lot number, the concerned operation number and
the information needed at this experiment step (figure above). For all treated lots, a return
about measurement or split experiment will be entered by an operator who split the lot and
executed the experiment (non-standard lot fabrication). For each lot, he can type comments
about problems, observations, etc. Furthermore, he can store documents about measurements.
A text form “Measurement Conclusion” will request a synthesis of the measurement results.
The stored documents through this action form will therefore be annotated with the
conclusion annotation, as well as all completed annotation in this process (i.e., cf. action Al
& A2, operation number, lot number, technology, etc). For screenshots of this action form,
please refer to appendix 7.9.

Log out

User. Hendrik Busch

EMA vz0 Action Form

=7

I Action : Step Analysis - Role : SWR Anahyzer

Due Date 2006wS0  Rewview
Last reviewed by Hendrik BUSCH an 21/7/2008 , Reasan : First planning (First planning)
Step Conclusion he use of recipel showed that the yield of a production incresed from 96% up to 95% ;I
he recipe is therefore validated and present a production improvement. Production changes are requested and wil take place in the
et WEEkS.l
[
Adglitional documents Type Title Status/Reason View  Modified Modify
\,U SR Document-... Recipel impro... Completed =| 01 Aug 2006 Treat Properties Delete
Add
Notify Persons User List Selected users CC Selected users TO
CMP i’ Baptiste MALGEMNNTZ
VD Olivier RENAULT
D efe otivity Hendrik BUSCH
Defectivity TPP B e Caroline ARCHAMBAULT-LAMBERT
GSEC Hendrik BUSCH
H3 Hendrik BUSCH
IMPL < e
METAL-CUIY -
METAL-END:
METAL-Tung LI

Figure 81: Action A6: Experiment analysis
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Action A6 : The final analysis is done based on the experiment description. All entered
information during the experiment process will be retrieved (by the functionality process-
object-view (cf. section 2.3.4.3) and used to produce a final document containing the most
important aspects of the different experiment results at each operation and the interpretation
of these results and measurement. The final SWR document, which does not contain the
experiment conditions, but only the interpretation and results, will be stored through this
action form and it will be annotated by the text form “conclusion summary”, as well as all
fulfilled information through the process execution.

5.4.2 Example for dependencies between actions (information flow and
process flow)

The following picture illustrates the described principle of separating the SWR document
in different information entities and reusing it in different actions (merge information to the
right actions). The experiment will be defined in the action “experiment definition” and the
action form of this action is structured in information components. All concerned operations
and their experiment conditions will be defined. Furthermore, the wafer used for an
experiment condition can be selected. This information will be reused in different actions and
complemented with recipes and equipment information as described by PIFA. Therefore, the
experiment information will be divided into different information entities (one entity per
operation) and the information entities can be re-used according to the user needs.

iyy EMA Achion Form ser: hendrik BUSCH Log sut

Lot aftri bution for the exper ment

2006w 40

Def 4100

Choose {emplate w| Mew Spiit  Mew Measui

Compane 3 Recipe o delemine best parsneters for 8017 opanaion, Mesures defectvily 10 comnpare 10 stanard values af 4100

{not plannad)

Figure 82: Information separated in entities and merge them to the right action

The presented use cases are necessary to manage the process flow. However, the capitalized
knowledge through the execution of processes should be reused. Therefore, knowledge
retrieval interfaces are provided as explained in the following sections.
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5.4.3 Knowledge Retrieval functionalities

The knowledge retrieval interfaces are necessary to introduce a cross-over knowledge
sharing between processes. Therefore, two different types are provided: reporting and
retrieval interfaces.

5.4.3.1 Reporting

Reporting Interfaces help the user to see current experiment processes that are not yet
finalized. A synthesized experiment view is provided for the connected user and explains the
impacted operations of an experiment, the involved actors, the goal and the attributed lots and
its current position in the clean room, and its previewed sorting date. An analysis can be done
once a lot is sorted and the fabrication is finished. This screen helps the user to organize and
anticipate work coming due. Furthermore, a filter is provided to change this information and
display experiment information from different users (a colleague or another process actor as
well as for a group). The experiment process graph can be accessed from this reporting
screen. Therefore, simple knowledge retrieval is provided as the user has an information
report to Know about the current work of their colleagues.

AYJ EMA 20 Custom Report User: hendrik busch Log out
Owner : [BUSCH Hendrik =l | Sshow
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Figure 83: Reporting of current SWR processes

5.4.3.2 Retrieval

Retrieval Interfaces are provided to allow the users to search for similar SWR experiment
processes. However, the goal and need of a search could be different and more or less
precise. Therefore, three different retrieval interfaces are available that provide more or fewer
possibilities to express their needs. This fact also impacts the number of results retrieved
from EMA: a detailed search will retrieve less results than a simple keyword search.
Therefore, the results are also configured according to the search interfaces. In particular, the
technical aspects of information components are reused for providing different results
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interfaces. Related to the retrieval interfaces, more or fewer information components are
shown.

5.4.3.2.1 Simple key-word search

This interface allows searching for one or more keywords contained in an experiment
process. As the keyword could be used for many different experiments, only the experiment
title, the start and end date are shown to the user.
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Figure 84: Simple keyword search

5.4.3.2.2 Experiment context search

This interface allows searching in one or more categories describing the context of the
experiment: (lot, technology, route, product, operation, operation description, area, actor
name). As the search need can be better verbalized and more detailed, the found results will
be fewer than a simple keyword search. Therefore, the result interfaces provide an
experiment synthesis about impacted operation numbers, involved actors and attributed lot.
Furthermore, the component *““Split Matrix” is displayed for each experiment in order to
detail the experiment by giving the experiment conditions and the selected wafer for each
condition. The categories of each search category are automatically updated, as the values
that can be selected for a search are only the values that have already been chosen for a
process annotation. Therefore, only values can be searched that exist as annotation in the
KMS. By searching for a technology, route or product, employee’s names are displayed that
already worked on existing experiments. This information retrieval could also be used to
identify actors with a specific product, route or technology knowledge.
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Figure 85: Experiment context search

5.4.3.2.3 Experiment detail search

This interface allows searching in one or more categories also describing the context of the
experiment, but in order to look for very precise and specific information (operation,
operation description, area, actor name, recipe, machine). As the search need can be better
verbalized and more detailed and the objective is to find specific information, the result
interfaces provide the experiment keywords and the component “PartSplitMatrix™ to detail
the specific searched experiment conditions such as operation number, description, area,
recipes and machine.
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Figure 86: Experiment detail search
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By searching for a recipe, lot or equipment, employee’s names are displayed that already
worked on existing experiments. This information retrieval could also be used to identify
actors with a specific recipe, equipment or lot knowledge.

5.5 Change management

5.5.1 Advantage of PIFA for change management

The benefit of using PIFA according to the change management is, as explained (cf. section
4.3.4), that surplus value is identified, which motivates the user to use the tool. On the other
hand, a natural resistance against changes could be expected. By using PIFA, the potential
users are involved in the formalization of the process and the conception of the tool. They
helped to fill out the PIFA templates in order to identify the most important aspects of the
process. Therefore, the interviewed potential users will be the key users for the system and
support the deployment. The first version is tested and validated by these key users, and they
will also be involved in the deployment. As they were involved in the conception, they are
familiar with the functionalities of the tool and the current problems that will be resolved by
the tool. Furthermore, they explain to and motivate their colleagues to use the tool. This fact
also facilitates the training of the tool. During training, problems of using a tool often cannot
be completely anticipated and FAQ’s and user guides are not complete. Therefore, current
problems occurred in a department could directly be resolved by the key users as the question
are addresses directly to a person who is familiar with the tool and is also a team member.

5.5.2 Opportunity Changes

As illustrated in the previous chapter, the experiment process analyzed by PIFA discovered a
process flow containing 6 different actions. PIFA analyzes the current process and the
business process re-engineering approaches generates a generic process model and helps to
optimize current functionalities based on the actor’s point of view. The involvement of the
management in the EMA tool is very important, as a natural resistance against changes exists
(cf. section 3.3.3.1). Therefore, the supported process must be validated before the tool can be
deployed. The difficulty of the experiment context is (cf. section 2.3.2) the involvement of
three different organizational departments that have different points of view and especially
different objectives.

The management decided that the proposed SWR process by PIFA needs to be enriched by
integrating the experiment instruction validation (A4) as obligatory and adding two additional
management validations: one after the experiment definition (A1) and the second after the
analysis of the experiment to validate the results.

These additional actions were not accepted by the users. Experiments could be launched
urgently and concern a lot arriving within the next 24 hours. A validation process that
concerns 4 different actors who are not immediately available could take from 1 to 3 days. It
is unacceptable that a lot in the clean room will not continue its fabrication route for 3 days
while a management validation is requested. For this reason, the additional validation actions
were deleted from the generic process model before the deployment of EMA. The optional
Action (A4) “Experiment instruction validation” was kept as mandatory within the process,
but flexibility was given to the user by having the possibility of choosing a colleague for this
control action instead of pre-defined management users.
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Furthermore, in section 3.3.2.2 it was explained that opportunity changes could appear. In the
context of the SWR process, and according to the fact that it is not acceptable to wait for a
validation to treat the lot at an operation, the production manager insisted on erasing the
functionality of “holding a lot” at an operation during the lot attribution phase. A lot should
not be in a stand-by mode waiting for an instruction preparation and validation in order to be
treated. He considered that in the past, many lots were held for several days before being
treated. By holding the lots until the instructions are validated, the risk that the production
time increases because of lost tine for validation is high. On the other hand, the experiments
are sometimes executed on a specific lot requested by different organizational parts.
Therefore, it is primordial that the experiment is done for this specific lot. Another lot cannot
be chosen and if the initial selected lot will continue its fabrication route without being held
at the concerned experiment operation, the experiment time will increase and quality
improvement will take more time (time-to-market increase).

An argument for erasing the functionality of lot holding during the lot attribution action was
that in the case of a specific requested lot, the holding could be done in the “classical” way,
meaning through the MES system. This change could be considered as a threat, according to
the change management, as the use of an IT tool is often voluntary (cf. section 3.3.2.2). If the
surplus value of holding a lot through EMA is removed, no incentives are given to the user,
as it is considered only as an information tool to fulfill completed work and it no longer
represents the real processes and executed work.

Therefore, the functionality was kept to be integrated in EMA. Furthermore, alert
notifications were implemented to inform all actors involved in an experiment process of a lot
approaching a concerned experiment operation 3 days before arrival (1 email per day) if the
instructions are not yet validated.

The experience of using EMA showed that only 4 times was a lot held without validated
instructions compared through 380 experiment operations, representing 1,05 %.

5.5.3 Deployment and change monitoring

In section 3.3.2.3, a change monitoring model was proposed to supervise and analyze the
deployment. To evaluate the user resistance, the support of the management and the surplus
value, an initial test phase was launched on 20 users. In fact, three DYE engineers were
identified who launch experiments and who were involved and interested from the beginning
in supporting the experiment process management by an IT tool. They launched their
experiments through the pilot version of EMA and, depending on the experiment content,
different area engineers were involved. This test phase allowed for the discovery of
functional misunderstanding and technical problems. Especially as different types of area
engineers were involved; employees who were not involved in the conception phase were
invited to use the tool. This fact particularly allowed an analysis of the reaction of resistant
employees and to have a return of experience and a different point of view than the point of
view of employees who were already involved in the conception.

After correcting some problems, the tool was deployed to 300 users in different phases. All
DYE engineers and areas were trained and two areas in the cleanroom were trained to slowly
deploy the tool to avoid disturbing the production and also to anticipate and analyze the
return of employees and potential problems. Finally, only minor problems occurred and the
tool was deployed for all areas in the cleanroom.

According to the advantages of centralizing the information flow, reducing the number of lots
held without instructions and standardizing the process and harmonizing the work methods,
the management declared the tool as a reference to prepare and execute the experiments.
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Supported and motivated by the management, all DYE employees prepared their experiments
through the EMA application. The deployment for the R&D engineers started at the end of
September 2006. Even if the deployment was positive and has not encountered major
problems, some problems occurred and several employees were resistant to the changes, as
explained in the following sections.

5.5.3.1 User resistance, management support and surplus value

As all users previously prepared their experiments through EMA and every user had his or
her personal work behavior, some aspects of EMA were too fixed and inflexible, and some
users had problems adapting to the new way and the structure of actions and functionalities:
some users initiated an experiment in twelve minutes, other took up to 3 hours to do the same
work. This large time difference is first of all related to the IT functionalities: some
functionalities were not clearly understood and were different from the previous habits for the
users who have a different point of view. Secondly, the new developed work methodology
was not respected by all users. The experiment should have been discussed in advance with
the involved actors before launching the experiment through EMA. Nevertheless, some users
launched the experiment without preparing and verifying the impacted operations. Some
operations numbers were not correctly entered and had to be corrected. As the one of the
secondary goals was to force the actors to better prepare the experiment, functionalities of
changing the entered operations were not provided and had to be corrected manually through
the system administrator.

Furthermore, even if EMA provides a lot of surplus value and minimizes the time for an
experiment preparation (in most cases), the tool takes between 10 sec and 1min30 to change
from one screen to another. The waiting time is considered as inefficient and lost time by the
users, and even if a gain is provided, the waiting time is the most perturbing aspect.
Nevertheless, EMA is still the reference for launching an experiment and the technical
infrastructure will be optimized to increase the performance of the software tool.

As the management agrees to the formalization and clarification of the SWR process and its
execution through an IT tool to increase the visibility, the responsibility and the knowledge
reuse, they supported the deployment of the tool. Furthermore, the opportunity change
possibilities referred to a higher productivity (faster lot fabrication, decrease the number of
lots in hold) and gave another incentive for supporting the deployment of EMA.

Most of the users agreed to the conception and functionalities of the tools and motivated their
colleagues to use it. Special appointments by the management or formation through persons
in a management position were not necessary to integrate EMA in the daily work activities.
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5.6 Measurement of gain and return of experiences

5.6.1 Use of EMA

As explained in the previous section, EMA is currently used at the Front-End Technology
and Manufacturing R&D Site in Crolles (France) by 300 different users and will hopefully be
selected as a corporate tool and be deployed to different ST production sites worldwide. PIFA
therefore helped to capture the requirements of a dynamic environment.

This tool has been adapted to a specific context (organization, process, responsibility). As the
tool is developed in order to be flexible and generic, the process model can be changed easily
by an integrated modeling tool. Changes could therefore be done very quickly and the tool
could be adapted to a changing context or to a different context on other fabrication sites as
the cultural aspects, organization and responsibilities could be different.

The return of some users is very positive, as the visualization in particular allows following
up the process and all information is centralized, and redundancy or incoherence in
information do not exist. Furthermore, the flexibility of returning to an action during the
process makes it easier to represent the “real world” process and does not present a constraint
for the utilization.

On the other hand, other users do not agree with the EMA tool.

A surplus value especially exists for the enterprise and for each user, even if it is not
recognized by all users. Therefore, the involvement of the management was very important in
maintaining the deployment and use of EMA to all concerned organization departments.
EMA is a tool that runs on two different servers to guarantee a high availability of 99.9 %.
The actual use of EMA on these two servers is represented in the following figure:
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Figure 87: User statistic: number of visits and hits on EMA?

1180 different users visited EMA in September with a daily average of 40 visits per day.
Within the application, 380 experiments were launched since the beginning of the
deployment. Since the official deployment of EMA in June, 216 experiments were managed
by EMA, representing 484 different operations impacted at these experiments. For these
experiments, 533 lots were attributed and represent therefore a total of 1280 different
experiment manipulations supported by EMA.

28 For more statistic reports, please refer to appendix 7.8

172



The goal of EMA, designed through a support by PIFA, is to improve current process
management activities and knowledge management activities. A return to these two aspects
has to be analyzed.

= Process Management: immediate return (needed knowledge)
= Knowledge management: return in time (desired knowledge)

5.6.2 Return and gain of needed information flow management

Prior to the implementation and use of EMA, an engineer doing an analysis estimated that “it
takes 30-40 minutes to search for information concerning an analysis and doing a synthesis to
start the analysis”. In the EMA tool, the information is real-time information about lot
position in the clean-room, scraps on lot and all concerned information is centralized.
Therefore, by merging the right information about experiment conditions and lot information
into a action form, the time of searching for information could be reduced to 10-15 minutes in
order to navigate within the process and understand the capitalized process information. Even
each process actor, instead of retrieving and verifying information in different tools or
requesting complementary information from process actors, profits from merging these
information to the right action and can gain 5 minutes by saving time in retrieving
information from different tools (as Outlook E-Mail, MES information, telephone).
Furthermore, the preparation of a SWR took from 20 minutes (an experiment concerning one
operation and one lot) up to 1h20 (an experiment concerning 5 operation and 10 lots). The
time needed for preparation in EMA takes 15-25 minutes for these experiments.

The opportunity change also reduced the number of lots in hold without validated instructions.
Furthermore, by a harmonization of working methods, information sources and their transfer
modes (ergonomic, access, etc.), an employee can change the organizational department
without having to adapt to new methods and standards. In particular, an operator who is
having a transversal activity by treating lots in different areas no longer has to adapt to each
standard of each area. This harmonization could be considered an advantage, but it is difficult
to measure this gain.

In addition, the capitalization of contextual information and annotation for an experiment and
the semi-automatic annotation based on the manual annotation through the MES system all
help to better understand the experiment and allow generating reports such as process-follow-
up.

Furthermore, the integration of the needed information to a action form centralizes all
concerned information for the user. Therefore, the needed information is merged into the
right action and represents knowledge management activities in the mono-direction of the
process.

5.6.3 Return and gain of desired information flow management

EMA provides three different search interfaces as analyzed by PIFA. Unfortunately, these
interfaces were only realized at the time of writing this chapter. Therefore, only an estimation
and first user feedback can be given.

173



The provided retrieval interfaces are sufficient, according to some interviews with 3 actors.
The search possibilities in particular with the possibility according to detail and display of
different search results by showing specific information are considered as interesting.
However, technical problems still occur as a search can take up to three minutes. Technical
improvement efforts are also currently under development.

The behavior of users in searching for information is first of all concentrated on information
about processes launched in the last few weeks to obtain a process follow-up, modifying
information or consulting the intermediate and final results.

Currently, the search interfaces retrieve the information in a very efficient way, but this
positive result is first of all related to the fact that there are not many experiments managed
by EMA at this time. The way users search for information will change over time, as
searching by one category will no longer be efficient. Therefore, the interfaces probably also
need to be adapted.

Furthermore, for the first retrieval interface (simple keyword search), 2.500 existing SWR
documents were migrated to EMA to allow the user search in it. A complete migration and
annotation of the existing 2.500 SWR documents with the SplitMatrix, Operations,
Experiment condition, recipe and machine was not possible. Even if a SWR template existed,
it was often not completely fulfilled or the structure was not respected. Complementary
information about the experiment was managed by other applications and is no longer
accessible. Therefore, only a keyword search exists, which is not efficient as a category
search. According to the user feedback, however, it is a gain to be able to search in the
existing SWR documents.

The declaration of EMA as the official reference for launching an experiment occurred just 2
months before writing this report. Therefore, misunderstandings on using the tool still exist as
some users still refer to their old behavior and aren’t used to the new work methodology and
the new tool. Furthermore, users who launched experiment processes in EMA still remember
the goal and the results (as a process takes a minimum of 7 weeks): As direct and personal
contact is preferred, the users will ask therefore their colleagues before searching for
information in EMA.

The goal of the knowledge management is to share experiment knowledge (positive and
negative results) that would not be shared normally. Therefore, a positive result could be
estimated at the moment, but an analysis and observation of the use of retrieval interfaces
must be done in 3-6 months, and should be done periodically in the future to adapt and
capture the changing environment.

Knowledge is also changed in a tacit way. The goal of knowledge management of EMA is
the knowledge reuse in an asynchronous and delocalized environment. Therefore, the use of
knowledge capitalized through EMA is important in time. A knowledge reuse activity in a
synchronous and localized environment still exists in the form of meetings, phone and email.
The knowledge management gain of EMA can therefore only be analyzed in the future.
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5.7 Conclusion

In this chapter, the application of PIFA in the context of experiment processes was discussed.
PIFA allowed formalizing the experiment process flow, the associated information flow and
understanding the needed functionalities for an experiment process management.
Furthermore, the PIFA approach allowed the formalization of the different used ontologies
and generated a domain ontology for the experiment process domain.

Based on the analysis, the conception of the EMA tool was explained. The tool was deployed
and is currently used by 300 users. Even though some difficulties related to user resistance
occurred, the tool is generally accepted and used.

The tool primarily supports the execution of experiment processes and the capitalization of
knowledge during the process execution. An immediate use of this knowledge is realized by
merging the right information to the right action (saving 20 minutes), and therefore to the
right user. Furthermore, a later reuse should be supported in order to avoid errors and
improve the quality of a process result. The designed knowledge retrieval interfaces are used,
but a positive influence on the process experiment processes can only be analyzed in the
future.
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6 GENERAL CONCLUSION I

?thiem %H This chapter gives a general conclusion and
perspective of the work. The successful

i 5 1 ot g conception of EMA based on PIFA could be
T *?P”"'ﬁ'-"'éx"'“"' \Eﬁ"s' _’? considered as a validation of PIFA. Nevertheless,

PIFA should be tested on other domains.

6.1 Synthesis

Knowledge Management has gained in popularity in recent years, but concrete application
models are still missing. Implementation approaches of Knowledge Management (KM) are
often concentrated on the capitalization of produced knowledge and deliver an IT tool in
order to keep knowledge in time.

However, knowledge is not a stand-alone discipline. It is produced during daily work and
capitalization activities should therefore also be related to and integrated into daily work
activities.

Knowledge is also consumed within daily work. Therefore, a distinction between

[“needed and desired knowledge”]|

is made as needed knowledge is already shared (even if shared methods are not optimal and
could be improved). KM activities should especially concentrate on the sharing of desired
knowledge. As it is not needed for daily work activities, the sharing is often blocked by
organizational barriers, thereby missing context (by missing access and internalization
problems). But this desired knowledge presents a surplus value by improving the quality of
work or avoiding errors. Furthermore, knowledge capitalization activities should be
concentrated on the knowledge needs. The implementation of new working methods
containing knowledge management aspects are difficult to deploy without any support.
Therefore, it could be helpful to deploy a new methodology with an IT tool. However, natural
user resistance exists and should be anticipated. Furthermore, the use of knowledge
management activities through an IT tool cannot be completely anticipated, as IT offers
diverse possibilities of sharing information. Therefore, the change should be accompanied to
detect and adapt a change management strategy for opportunity changes, user resistance and
other problems in order to guarantee the success of the KM work methodology
implementation.

The most important objective is to detect how the knowledge flow is and could be integrated
into daily work activities. Therefore, the Process Information Functionality Analysis (PIFA)
helps to formalize the context of process flow, its associated information and the needed
functionalities.

177



For each action, the previous action, input information, and functionalities to transform input
into output are analyzed. Therefore, three different levels of PIFA are established:

=  The process level: Formalize the process flow of each analyzed process and try to
build a generic process model supported via Business Process Analysis or Business
Process Re-engineering approaches. The generated model should also be very
flexible to support dynamic changes within process instances or in the process model.
By being as flexible as possible, the process model will represent the “real world”—
the real executed process—as precisely as possible.

= The information level: Formalize the information flow associated to the process. In
particular, the current used type (implicit/explicit) and the used tools are analyzed to
understand and formalize the current context and used infrastructure. The discovered
information flows help to merge information to the right action and therefore at the
right time and to the right people. The information flow should not be supported
only in the direction of the process, but especially backwards through the process (a
return of experience information flow) and cross-over (between) processes.
Therefore, the needed and desired knowledge especially is analyzed. The knowledge
produced within a process should be capitalized as needed knowledge to give an
immediate surplus value to the employees and be reused as desired in the future.
Therefore, the contextual information annotation of processes and its produced
information is primordial. Knowledge management techniques such as ontology,
annotation and semantic approaches could support this level.

=  The functionality level: Formalize the functionalities executed within an action in
order to transform the input information to output information. Functionalities are
formalized by interviews based on the PIFA template as well as on observations of
the analyzed process actions. In discussions with the interviewees and based on the
formalization of these functionalities, problems are analyzed and improvement
possibilities are detected. This optimization represents additional surplus values for
the companies and for the users and gives the necessary incentives and motivations
to the users to accept a new work methodology. This methodology is enriched by an
extended knowledge capitalization and contextual information annotation and an
improved desired knowledge sharing.

Furthermore, the implementation and deployment of a new work methodology can be
supported by an IT tool. Therefore, the application of PIFA on the context of experiment
processes allowed specifying and designing the Experiment Management Application
(EMA)—a tool to support the experiment process and its associated and produced knowledge.
EMA integrates the generic experiment process model in order to manage the execution of
process experiment instances. The action form (user interfaces of an action) will, on the one
hand, support the execution of the functionalities of an action and allow the continuation of
the process by completing an action. On the other hand, knowledge capitalization methods
are also provided through these action forms. These knowledge capitalization methods are
based on the principle of annotation and semantic approaches supported by a domain
ontology. The practical integration in EMA is based on the analyzed and formalized
experiment domain ontology. Furthermore, a relation between EMA and the Manufacturing
Execution System (MES) is realized in order to integrate necessary information into the
actions and push information to the MES (one of the major needed functionalities/surplus
values). The capitalized knowledge through these processes will be used as contextual
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information in order to initiate a knowledge re-use by integrating an information flow
backwards through and cross-over between processes.

The EMA tool, based on the scientific framework of knowledge management and business
process management, supports in particular certain activities for written information content
(artifact, intermediate and final objects) produced and associated with business processes:

* The creation and management of experiment processes through actions assigned to
users

= The capitalization of experiment details representing important experiment
information as well as contextual information annotation of the process and its
associated and stored documents

= The semi-automatic annotation of experiments based on manual annotation and
completed by information from the MES

= The knowledge retrieval supporting the research in categories identified as desired
knowledge

To sum up, PIFA can be considered as an approach to detect the needed and desired
knowledge flow associated with business process. Desired knowledge flow is often limited
because of organizational barriers. Knowledge Management techniques such as ontologies,
semantics or annotation, used for a capitalization and retrieval, could support and improve
this desired knowledge flow. To integrate and deploy this desired knowledge flow, the
functionalities detected by PIFA and associated with the process have to be improved to give
incentives and motivate the user to accept the new work methodology by integrating KM
aspects of the desired knowledge sharing.

6.2 Limits of PIFA and EMA

PIFA is considered to be applied as an interview template to analyze knowledge intensive
dynamic business processes. It is therefore the basis for an analysis and an improvement.
PIFA can be applied in a context of one of the described types of the discussed knowledge
environment (Chaos, Complex, Knowable, Known) (cf. 3.2.3). Furthermore, the application
field also includes the different process types (especially dynamic ones), as described in
section 3.5.5: Production, collaboration, administrative and ad hoc processes.

However, the goal is to harmonize and standardize the different PIFA results to define a
methodology in order to support knowledge management activities associated with business
processes. Therefore, a repetitive character must be added to the goal of the PIFA approach
and also to the type of treated processes and the knowledge environment.

As explained in section 4.4.3, PIFA can be applied on all different process types, but, for
example, in the case of “ad hoc” and “collaborative” processes it will not be easy to find a
generic process model or to identify the repetitive action family types involved in different
process structures.

Furthermore, the proposed generic process model by PIFA is a process model that represents
the current executed business process in a context and therefore is adapted to a context.
Business Process Re-engineering is considered as an opportunity for change and should be
applied after a deployment and an acceptance by the users. The goal is primarily to motivate
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the potential users in accepting a lower flexibility by using an IT tool, as well as accepting a
higher knowledge capitalization by receiving improved functionalities that represent a high
surplus value and compensate for these changes.

The PIFA approach is primarily a user approach and concerns the involved actors in a
process. The improvement of business processes and related functionalities are therefore
based on an actor’s point of view and are local improvements are not the ideal improvement
for the whole process. PIFA initiates the transformation of practices and of organizations,
probably supported by an IT tool. These changes are brutal, but they are voluntarily accepted
by the employees. Therefore, PIFA is a good approach for initiating adaptive changes;
however, for example, in crisis changes, PIFA does not deliver a model. PIFA could therefore
help to clarify the context, but other methods from Business Process Re-engineering should
be applied to change the process more radically than proposed by PIFA.

EMA was constructed in order to support knowledge intensive experiment processes. The
experiment processes could, as described, be considered as a production process that is
characterized by a large number of involved people and several concerned heterogeneous
systems. The goal was to capitalize a large number of different produced knowledge objects
related to these processes (cf. section 2.6, section 3.2.4.3): final, intermediate or artifacts in
order to initiate a re-use. The return of experience showed that this problem was successfully
solved. However, not all produced knowledge during these experiment processes is,
capitalized as the employees still have other support methods and habits in sharing needed
knowledge immediately for an experiment process, such as by email, over the phone, in
meetings, etc. Artifacts or intermediate objects in particular, even if they are formalized, can
still be saved on a local disk or shared network.

EMA is a good approach to increase the knowledge capitalization, but not all tacit knowledge
can be formalized; even if it is formalized, it could be difficult to make accessible.
Furthermore, the context (capitalized manually or automatically for the experiment
processes) and the associated documents help the involved actors to retrieve previous
information. This context information depends on the characteristics of the used machine,
raw materials and recipe. If the context changes, i.e., using a new machine (and the way the
involved actors construct the recipes changes, but the signification is still the same), EMA
will not recognize that the two different symbols concern the same object in the real world.
Therefore, the ontology must be restructured again. Furthermore, the used context depends on
the partially reused Manufacturing Execution System (MES) ontology. Transferring EMA to
other manufacturing sites will necessarily invoke an analysis of the local, existing ontology
and update EMA accordingly.

Furthermore, the ontology built through interviews is the vocabulary used by involved
process actors. This ontology contains common elements that are understandable by all
involved actors (such as lot number, technology, area), and also, for each involved
organizational department, a specific part that is not understandable for all process actors
(such as recipes, machine). Therefore, a new employee who does not yet know this specific
organizational department vocabulary will have difficulties in retrieving needed knowledge.
Therefore, EMA responds first of all to the problem of preserving and reusing knowledge for
experiment actors.
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6.3 Conclusion

This work was initiated in response to an industrial problem of improving the knowledge
capitalization, sharing and reuse associated with the experiment processes in the
microelectronic domain. Knowledge Management can support various activities in industrial
organizations, but they are sometimes badly implemented via IT or are often considered as a
stand-alone discipline. In fact, Knowledge Management activities are part of daily work
activities, especially part of business process. In order to produce a good or a service,
knowledge is produced and immediately used in the execution of these processes.
Furthermore, knowledge could be reused backwards within a process as well as between
processes. The main problematic is therefore to analyze the process and the associated
knowledge flow in order to support the capitalization, sharing and reuse of knowledge.
Furthermore, new implemented methodologies are confronted by a natural user resistance
that depends on the new surplus value and the management support. Current knowledge
management models often explain what to do and model the abstract transfer of knowledge
“object” exchange, but do not detail how to do it.

To respond to the problematic, the PIFA (Process Information Functionality Analysis)
approach was developed to analyze knowledge intensive business processes. PIFA analyzed
the actor’s point of view involved in a process. For each action it analyzes three different
levels:

= The Process level: dependencies for previous and next actions, possible actor or
group of actors assigned to this action in order to clarify responsibilities and
structure the process

*  The Information level: information produced and used in process actions in order
to merge the right information to the right action and increase the knowledge
capitalization through information formalization. Contextualized information
capitalization in order to construct a process domain ontology and reused existing
ontologies for the annotation of the related process and associated produced
information

= The Functionality level: functionalities necessary to transform the input
information into output information in order to propose functionality improvement
to decrease the natural user resistance against changes and give incentives and
motivation to accept the new formalized work methodology enriched by KM
activities

The distinction between needed and desired knowledge allows an understanding of which
knowledge is reused immediately in the process (needed knowledge) and which knowledge
could be reused, but the exchange is inhibited because of organizational barriers and missing
context (desired knowledge).

Knowledge capitalization activities should especially concern the capitalization, sharing and
reuse of this desired knowledge. Therefore, PIFA helped to identify where this knowledge is
produced and used as needed knowledge and how it could be capitalized in order to re-use as
desired knowledge.

PIFA was applied on the microelectronic experiment processes. Based on a designed generic
process model, EMA (Experiment Management Application) was designed to support the
experiment process and its associated knowledge flow. Three major principles can be found
in EMA:
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= User interfaces to manage the actions within a process. These interfaces integrate
improved daily work functionalities to decrease the user resistance and give
incentives to use the tool, as well as integrating knowledge capitalization
functionalities. For example, it is obligatorily to store documents and annotate the
process and the stored document through predefined categories.

= A link to the MES (manufacturing execution system) allows avoiding information
incoherence as information fulfilled in EMA is automatically transferred and updated
in the MES. Furthermore, the used ontology and existing information structure in the
MES can be reused for a semi-automatic information annotation by completing the
manually annotated documents and processes.

= Knowledge retrieval interfaces based on the constructed experiment domain ontology
and the identified contextual information in order to optimize the efficiency of a
system and offer a multiple viewpoint access for the user either through the common
vocabulary or the specific domain vocabulary for each involved organizational
department

Furthermore, the PIFA approach and the resulting EMA tool were constructed in the
microelectronic environment. Even if PIFA was constructed to cover the maximum number
of potential application fields and contexts, and if during the design of EMA it was
anticipated for a deployment on different fabrication sites worldwide, some characteristics are
context specific and could be improved in scientific and industrial work, as explained in the
following chapter.
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6.4 Perspectives

The goal of the PIFA approach is primarily the integration of knowledge management into
business processes. Therefore, the main focus of this work is on the characteristics and
specifics of knowledge management and its integration into business processes where the
main focus emphasizes the knowledge capitalization through the execution of business
processes. Furthermore, the way Knowledge Management System (KMS) are implemented in
an organization is discussed and principles of change management are integrated into the
PIFA approach to guarantee a successful deployment.

The approach of the PIFA results in this work is only used for a Knowledge Retrieval (Pull)
solution. Furthermore, it could also be interesting to integrate Push approaches to reuse the
capitalized process information, such as using approaches from case-based reasoning in
order to apply the PIFA results. In addition, the process level could be enriched by a deeper
analysis and integration of business process re-engineering methods and the functionality
level could profit from a deeper look on sociology and requirement engineering approaches.
Furthermore, the information level could also profit from approaches and techniques of
related knowledge management domains, such as knowledge discovery.

The current state of the PIFA approach was applied on a complex, but repetitive process
environment with predictable, dynamic characteristics. Even if PIFA was designed to be
applied on a dynamic process environment (such as ad hoc or collaborative processes), it
would still need to be applied and tested whether the received results could be reused in order
to develop a new KM work methodology. Therefore, PIFA should be tested in different
contexts and industries as well as scientific application fields, such as research projects.
Furthermore, the PIFA approach is only concentrated on its three levels (process, information
and functionality). However, a risk analysis or risk management isn’t implemented in this
approach and should also be taken into account to manage the risk associated to these
changes and related to the nature of analyzed business processes.

The PIFA results were used in order to build an IT tool to support the experiment processes.
The conception of the IT tool was based on the current infrastructure and information
standards. Ergonomic style sheets were re-used in order to provide the usual navigation
possibilities to the users. The transfer of the PIFA result to a conception of an IT tool could
profit from reflections of ergonomic approaches or other similar approaches. Therefore, best
practices to transfer these results in informatics conception and languages could be interesting.

The goal of EMA was to improve the experiment process management, giving a surplus
value to the user by using the tool and integrating a knowledge capitalization into the process
execution in order to build a knowledge base and motivate the user to reuse existing
experiments. Even though EMA was declared as the official tool to manage the experiments
and it is currently used by 300 people, the transition phase is not yet finished. EMA is still in
concurrence to the previous used tools (cf. section 2.3.3). As it is a new tool and as it has
interaction with the MES and LDAP directory, unanticipated informatics bugs still appear and
need to be corrected. The first objective should be to stabilize the application.

Secondly, the deployment of EMA on different fabrication sites worldwide could produce
informatics difficulties as they use different structures of the MES and therefore different
used domain ontologies. Furthermore, the experiment processes in EMA represent the
organization in the Advanced R&D, but especially could be confronted by organizational
problems with different responsibility structures and culture differences. Therefore, the
analyzed processes could be different. In this case, PIFA should be applied to each site and
the process model in EMA should be adapted to each site.
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Furthermore, EMA is primarily a tool to help the involved actors to execute the process.
Nevertheless, the capitalized knowledge could also be reused by the management and be part
of a decision making process in strategic questions to obtain a global goal and the gain of the
experiments. Furthermore, the capitalized knowledge could be explored in different ways; 1.e.,
the competence of each system user could be retrieved (involved in different technologies,
products, and operation experiments). Furthermore, the dependencies of operations could be
better explored and integrated in EMA.

Nevertheless, PIFA is an approach to build up a best practice for combining knowledge and
process flows in a specific context. Best practices are important, but should not be applied
without knowing the context. Each methodology should take into account the context
specifics. Therefore, PIFA should also be critically analyzed before applying it to a context in
order to see limits and to develop PIFA.

EMA supports the formalized knowledge as information flow and the experiment processes.
Even if the tool is a “real-time” process and actively used to represent the real process,
knowledge is still exchanged in tacit and implicit ways.
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‘7 APPENDIX I

7.1 The microelectronic domain

In the following picture, the comparison of the size of a transistor on a microchip is
explained: a transistor on a 300 mm wafer is as big as a table tennis board on earth;
additionally France on earth is as big as a microchip on a 300 mm wafer:

QOO 23 mm 90 nm

Figure 88: Relation of microelectronic sizes to earth

The fabrication of these increasingly smaller technologies has to be increasingly precisely. At
the same time, fabrication machines become more and more expensive.

Market growth evolution is related to end-product technology the microchip will be used for,
as Computers, DVD players, mobile phone technology, etc.

New technologies or consume goods appear on the market with a certain time distance. This
time distance is necessary to sell and make profit with the current products. Therefore,
microchips are ordered in a high volume at the beginning of the fabrication phase and lower
volumes will be ordered after market entrance. Therefore, the microelectronic domain grows
in a periodic cycle. This fluctuation is shown in the following figure:
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ST tries to anticipate this regular fluctuation by doing investments in low peaks as well as to
anticipate future client needs.

7.1.1 STMicroelectronics: company and strategy presentation

ST is one of the leaders in the microelectronic domain. STMicroelectronics (STM - name
created in 1998) is a French-Italian fusion between the microelectronic branch of Thompson
and the SGS Microelectronica in 1987. The Advanced R&D sites are the sites of Crolles —
France and the site of Agrate — Italy. Additional R&D and fabrication sites are constructed in
USA, France, Italy, Morocco, Malta, China, Malaysia, and Singapore.

STM founded an alliance with Philips semiconductors and freescale (previous Motorola
semiconductors) to develop new technologies and to set up worldwide development standards.
A worldwide present is necessary to respond to worldwide customer needs as shown in the
following picture:

186



STMicroelectronics
a( global semiconductor company )

{ Sales bV reglon % of Hl 7006 salesJ

e 116%). 30.9 % sl
: North _, EUI'OpB 25 8 D/'[) 3 6 0/
America [~ AR Greater | Japano
: e |
/OH12006 Sales : US§ 486 billion 1. e > £hina
© 2005 Sales : US$ 8.88 billion 2

21.6 %

Asia Pacific

o Approximately 50,000 employees

© 16 main production sites o

6.5 %

o 16 advanced R&D centers

© 39 design and application centers

Emerging
Markets*

Q73 direct sales offices in 36 countries /

*India, Ruzsia, Africa, Latin America, Middle East

*#% China. Taiwan. Hane Kane

Figure 90: STM sales figures, QI 2006

ST’s mission could be described as follows:

7.2

“To offer strategic independence to our partners worldwide, as a
profitable and viable broad range semiconductor supplier.”

Organization Presentation: context of this work

This work is based on the observation of working methods, of information sharing practices
and of the participation and integration in industrial projects in different teams. There are
different teams involved in the described conception process as described in section 2.3.1. :

Device and Yield Engineering (DYE) — industrial product improvement

R&D Engineering — R&D technology development

Area Engineering —Cleanroom engineering support

Cleanroom — Production

Computer aided Manufacturing (CAM)— IT support for cleanroom production

The mission of these groups can be described as follow:

“Maximize performances and electrical yields for products fabricated at Crolles,
guaranteeing high quality levels at an optimum cost. Provide the necessary support to
our external and internal customers during the development and industrialization of
new products.”
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7.2.1 Device and Yield Engineering (DYE) - industrial product
improvement

A DYE engineer is the technology platform owner and is in charge to industrialize
technologies as well to improve products during its life cycle. He analyzes the changes in a
final product, correct failures to improve the quality and the yield of the production. He takes
the decision if a new fabrication method is used or not or which methods will be tested.

The DYE team is organizationally subdivided by technologies (called “filiere”) and a tandem
of a process engineer and a device engineer work on a specific technology product and its
fabrication process. Each “filiére” has around 8 team members.

The objective of their work is to support cleanroom’s production process and to improve the
quality of technology fabrication process during technology’s life.

7.2.2 Area Engineering (Area) - Cleanroom engineering support

The area team is in charge to support the production in the cleanroom. A lot manipulation is
prepared by this team as they have the competence to change the machines conditions in the
clean room. He creates the requested conditions by a DYE or R&D engineer to machine
conditions (called fabrication recipes for a machine). Therefore, they configure machines,
observe the lots produced and correct mistakes. They take the decision if a requested
condition for a machine is realizable and validate these requests concerning cycle time,
production dependencies between operations and capacity.

The area team is subdivided in the areas, depending on the type of production (implantation,
defectivity, metal, photo, engraving, etc...) Its engineers are specialized for a group of
operations of an area’s machine type and are responsible to solve problems of the daily
production as well as to configure the machines in the cleanroom with the new process
conditions (temperature, duration, etc.)

7.2.3 R&D Engineering — R&D technology development

A R&D engineer is the technology platform owner and is in charge to develop technologies.
He analyzes the produced prototypes, correct failures to improve the quality and the yield of
the prototypes to guarantee an industrializable technology. He takes the decision if a new
fabrication method is used or not or which methods will be tested. R&D and DYE engineer
have the similar daily work, but the concerned technologies are in different life cycle phases.
(R&D at the beginning of the life cycle, DYE at the end of the lifecycle).

The R&D is subdivided by technologies (called “R&D filiere”) and each engineer works
either on special functionality for new products or on a new technology fabrication process
for a technology. The objective of their work is to support cleanroom’s production process
for new technologies and to improve the quality of R&D technologies during its development
phase.

7.2.4 Cleanroom — Production

An operator in the cleanroom charges the lot in a machine and surveys its processing.
Concerning the described experiment request for new fabrication process, he is in charge of
processing the lot with the requested conditions and not to follow the standard fabrication
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route under automation: meaning that he is in charge to configure manually how the lot will
be processed be using the re-configured conditions (called recipes) by an area engineer.

The cleanroom is organized like the area team. It is subdivided in the areas, depending on the
type of production (implantation, defectivity, metal, engraving, ...). Its operators are
specialized for a group of operations of area’s machine types and are involved in the
production by surveying, charging and de-charging machines. An operator works closely
with the area engineers, but on different difficult levels (an operator start charge and
decharge the lot in the machine, an area engineer controls the conditions and configuration of
machines for the lot production)

7.2.5 Computer Aided Manufacturing — I'T support for cleanroom
production

A CAM engineer is a technician and is in charge to design, develop and support IT Tools
supporting the fabrication activities. First of all, the Manufacturing Execution System (MES)
that contains all the fabrication processes (routes, operation and recipes (operation
conditions) and is connected to all machines in the cleanroom allowing processing the lot
under automation. Secondly, he is in charge to develop and support IT tool supporting
activities around the production process.

The CAM is subdivided by different IT tools responsibilities The objective of their work is
to support user requests about IT tools, improving the existing tools and capturing user need
for evaluation or development of new IT products.

7.3 Characterization of Knowledge Management factors at STM

Knowledge Management shouldn’t only be a support function to deliver a management
method linked with a technology where management forces employees to use this technology
to share knowledge. This might be work, but resistance of technologies is high and
motivation to follow this method is low and information quality could also be low and not
complete. Managers have to support Knowledge Management activities, but the engine of
KM is the voluntary of each employee.

An efficient Knowledge Management should take into account:

e Human
e Technology
e Organization

with regard to the environment of these aspects: employee’s culture. These four aspects are
related. Changing one aspect may have an influence to another one.
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In the following, these factors are characterized at STM context:

7.3.1 Organization

The R&D centre in Crolles has a “classic hierarchical” organization structure with a lot of
transversal projects. We use “classic hierarchical” in brackets because the organization has as
described different departments with subdepartments and interactions between the different
functional departments, but business processes require strong interaction between these
departments, which gives birth to a parallel organization which is not documented in the
classical organization charts.

The advantage of this structure is that a lot of formal and informal interactions are built
quicker and decisions can be done faster. On the other hand, a visibility of interactions and/or
projects is not always guaranteed; especially the informal interactions aren’t visible for the
company. It is difficult to identify a person with certain skills, and results from different
projects aren’t stored in a common data base. Transversal projects working on similar
technologies or issues my therefore duplicate efforts or even reiterate mistakes done
previously.

Another consequence is that employees are involved in different projects, the visibility isn’t
even guaranteed for employees and the management. Departments, especially their managers,
have to deal with multi-projects and multi-resource prioring management, without having the
required overall visibility.

In addition, due to the rapidly changing business environment, priorities are subject to
frequent changes, which makes their management even more difficult. A lot of different
small teams with 8-10 members exist. As there is no visibility of the competence of other
teams and/or due to other teams are computing priorities, teams have to do action, initially
dedicated to other teams, of their own.

A new organizational aspect is the alliance with Freescale and Philips, called
“Crolles2alliance”, to share knowledge and set up a fabrication standard for future
technologies. Information sharing, in particular access rights management, is an important
factor in this context of the alliance between different companies.
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7.3.2 Technology

IT Infrastructure at Crolles is constrained by investment cost considerations. While core
business applications benefit from good infrastructures, non-critical applications run often on
servers with a less performance. This is considered as a critical fact by users. On the other
hand, teams need more often tools to support their work becoming more and more complex.
This is why a lot of tools are developed or are bought for the teams. The use of the tool is
often limited on one team and transversal activities are often not supported: Each team has a
specific action to do and to define the interfaces with other teams involved in the transversal
workflow. As the action is very specific, specific tools are needed to support team activities.
Interfaces between teams are made by e-mail, but there is often no tool supporting team
activities over organizational barriers.

Tools dedicated on the business activities have special characteristics and there aren’t a lot of
market leader, so choosing a tool for microelectronic technical activities is probably easier
than choosing a tool for information management, in particular as there are a lot of different
tools and investments on such tools is restricted. Another fact is that each interaction between
team could be different and isn’t formalized yet.

Additionally, the user’s need-analysis-phase doesn’t often take place or stops after capturing
a first impression of user needs.

This is why tools respond sometimes to a management need but not the user need.
Technologies are often set up for one team, but often with no regard to other team. That
means that technology is set up for one team, but this technology doesn’t support teams
interaction.

STM wuse MS Outlook as e-mail-program. Furthermore, as business constraints exist
concerning the treatment of a lot, some decisions have to give quickly a ruling. ST has set up
an intern mobile phone system. Each employee is reachable at every time everywhere in the
company.

7.3.3 Human factor

A lot of technologies are set up (as described in section 2.2.2) and impact the human behavior,
in particular their work method with IT technology. The facts that a lot of different tools are
set up and humans are overloaded, humans are also resistant to new technology, because they
think that they have no time to habituate on technologies. Additionally, the classic “resistance
factors” like age and habituates exist also.

Even, if there are activities on Knowledge Sharing (KS) as described in chapter 2.3, these are
always coupled with IT. The resistances against IT and the fact that KS don’t often give an
immediate personal return, KS activities aren’t their priorities. The information used to build
knowledge is often not accessible to others because it is stored on personal email programs or
on the personal computer. The final information is often stored on the shared network file
server, but there are no qualified methods to retrieve information. That means that people
have to know where to search for information initially stored. People have to remember
where and what information they stored.

Generally, formalized knowledge sharing is not a well developed aspect of Crolles’ culture.
Knowledge sharing is informal and implicit — over the mobile phone — because it is the fastest
way to get or validate information. Employees call different colleagues to validate the
correctness of information or to get some additional explanations.

People get this information from the personal network they built over the years, but it is
difficult for them to find an expert to get an answer to a specific question. Additionally, as the
alliance with Freescale and NXP is set up in the last years, increasingly, employees from ST
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are transferred to the alliance. As they are still physically present at Crolles and therefore
joinable, previous colleagues continue to call them to ask for information. In this case, the
transferred people are responsible to decide whether they have still the rights to transfer
knowledge or not. Based on human relations, there is still a trend to call employees even
when these “experts” has changed their jobs and they are no longer in the same domain.

7.3.4 Culture

The three described factors influence the Crolles culture: Prioritiesare subject to frequent
changes; knowledge sharing is often based on implicit synchronic localized knowledge
exchange (i.e. over the mobile phone). So, activities are often informal and not visible for the
whole company.

As employees discuss often over the phone, information could be transferred quicker to
someone else (as they have the possibility to discuss aspects in a synchronic exchange). The
disadvantage is that this knowledge is a personal interpretation from a person based on
informal information, so employees call 2 or 3 colleagues to confirm the information. On the
other hand, official information (like analysis, preliminary or final presentations) is sent by
email to users. As there is no method or tool to structure and support the information flow,
these results are emailed to a lot of different people who aren’t probably concerned about this
problem, not even interested to follow up the evolution.

People are faced on an information overflow that they can’t manage or influence because
information is pushed to them by e-mail. Certainly, they could define filters on the email
program, but the best effective filter is the human analysis: Actually, the way to handle
information is to select information by filtering concerning the subject and the sender of an
email or the persons who calls. Information with unknown senders that don’t have a
significant title, aren’t probably read.

A lot of “formalized” documents are simple analysis graphs or presentations with graphics,
photos or tables, understandable only for domain’s expert.

For this case, each team or employee do have to take the decision of the grad of details for his
reports to know for whom the reports might be interesting. Domain experts can interpret
analysis results, but flavored people mightn’t be possible to understand. Formalization takes
time and reports are often only exist in this “brief version” with few commentaries, but a lot
of visual elements in a PowerPoint-presentation.

Additionally, over the years, a Crolles vocabulary is built that is understandable for old
employees, but new employees have integration problems. Actually, there aren’t strong
commitments to formalize and explain this vocabulary.
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7.4 Handling of Dynamic Business Processes

Today, more and more processes are executed in parallel (concurrent engineering). For each
action in a process, specific information will be needed and produced. 