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## Perfect graphs with no BSP <br> Decomposition by 2-joins <br> Easy neighborhood property
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Fix $k$. Every $\left(P_{k}, \overline{P_{k}}\right)$-free graph has a $\mathcal{O}\left(n^{c_{k}}\right) \mathrm{CS}$-Separator.
Strong Erdős-Hajnal prop. - $\left(P_{k}, \overline{P_{k}}\right)$-free graphs
Fix $k$. Every $\left(P_{k}, \overline{P_{k}}\right)$-free graph has a linear-size biclique or complement biclique ( $A, B$ ).
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$\forall k$, every graph $G$ satisfies one of the following:

- G induces all graphs on $k$ vertices.
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Let $G$ be a $k$-windmill-free graph.
For every vertex $v$, the graph $G^{\prime}=G[N(v)]$ is $k K_{2}$-free.
$\Rightarrow G^{\prime}$ has $\mathcal{O}\left(\left|V\left(G^{\prime}\right)\right|^{2 k-2}\right)$ maximal stable sets (Alekseev 1991).
$\Rightarrow G^{\prime}$ has a CS-Separator, hence $v$ has an easy neighborhood.
Fix $k$. Every $k$-windmill-free graph has a $\mathcal{O}\left(n^{2 k-1}\right)$ CS-Separator.
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- $\left(P_{5}, \overline{P_{5}}\right)$-free graphs (Fouquet 1993)
- ( $P_{5}, \overline{P_{6}}$ )-free graphs (Chudnovsky, Zwols 2012)
- ( $P_{5}, \overline{P_{7}}$ )-free graphs (Chudnovsky, Seymour 2012)


## Erdős-Hajnal prop. - $\left(P_{k}, \overline{P_{k}}\right)$-free [Bousquet, L., Thomassé]

There exists $\beta_{k}>0$ such that every $\left(P_{k}, \overline{P_{k}}\right)$-free graph $G$ has a clique or a stable set of size $|V(G)|^{\beta_{k}}$.
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There exists $\beta_{k}>0$ such that every $\left(P_{k}, \overline{P_{k}}\right)$-free graph $G$ has a clique or a stable set of size $|V(G)|^{\beta_{k}}$.

Strong Erdős-Hajnal prop. - $\left(P_{k}, \overline{P_{k}}\right)$-free [Bousquet, L., Thomassé]
For every $k$, every graph $G$ with no $P_{k}$ nor $\overline{P_{k}}$ has a linear-size biclique or antibiclique $(A, B)$.


## Alon-Saks-Seymour conjecture

## Alon-Saks-Seymour conjecture (1991)

For every graph $G, \chi(G) \leq b p(G)+1$.
$\mathrm{bp}(G)=\mathrm{min} . \mathrm{nb}$ of complete bipartite graphs to partition $E(G)$.

## Alon-Saks-Seymour conjecture

## Alon-Saks-Seymour conjecture (1991)

For every graph $G, \chi(G) \leq b p(G)+1$.
$\mathrm{bp}(G)=\min . \mathrm{nb}$ of complete bipartite graphs to partition $E(G)$.

- True when $G=K_{n}$ (Graham-Pollack theorem, 1972)


## Alon-Saks-Seymour conjecture

## Alon-Saks-Seymour conjecture (1991)

For every graph $G, \chi(G) \leq b p(G)+1$.
$\mathrm{bp}(G)=\mathrm{min} . \mathrm{nb}$ of complete bipartite graphs to partition $E(G)$.

- True when $G=K_{n}$ (Graham-Pollack theorem, 1972)
- Disproved in 2012 by Huang and Sudakov: $\chi(G) \geq b p(G)^{6 / 5}$ for some graphs.


## Alon-Saks-Seymour conjecture

## Alon-Saks-Seymour conjecture (1991)

For every graph $G, \chi(G) \leq b p(G)+1$.
$\mathrm{bp}(G)=\min . \mathrm{nb}$ of complete bipartite graphs to partition $E(G)$.

- True when $G=K_{n}$ (Graham-Pollack theorem, 1972)
- Disproved in 2012 by Huang and Sudakov: $\chi(G) \geq b p(G)^{6 / 5}$ for some graphs.


## "Polynomial Alon-Saks-Seymour conjecture"

For every graph $G, \chi(G) \leq \operatorname{poly}(b p(G))$.

## Alon-Saks-Seymour conjecture

## Alon-Saks-Seymour conjecture (1991)

For every graph $G, \chi(G) \leq b p(G)+1$.
$\mathrm{bp}(G)=\min . \mathrm{nb}$ of complete bipartite graphs to partition $E(G)$.

- True when $G=K_{n}$ (Graham-Pollack theorem, 1972)
- Disproved in 2012 by Huang and Sudakov: $\chi(G) \geq b p(G)^{6 / 5}$ for some graphs.


## "Polynomial Alon-Saks-Seymour conjecture"

For every graph $G, \chi(G) \leq \operatorname{poly}(b p(G))$.

## $\Leftrightarrow$

Poly CS-Separation for every graph
Every graph $G$ admits a CS-Separator of size poly $(|V(G)|)$.

## Alon-Saks-Seymour conjecture

## Alon-Saks-Seymour conjecture (1991)

For every graph $G, \chi(G) \leq b p(G)+1$.
$\mathrm{bp}(G)=\mathrm{min} . \mathrm{nb}$ of complete bipartite graphs to partition $E(G)$.

- True when $G=K_{n}$ (Graham-Pollack theorem, 1972)
- Disproved in 2012 by Huang and Sudakov: $\chi(G) \geq b p(G)^{6 / 5}$ for some graphs.


## "Polynomial Alon-Saks-Seymour conjecture"

For every graph $G, \chi(G) \leq \operatorname{poly}(b p(G))$.

## $\Leftrightarrow$

Poly CS-Separation for every graph
Every graph $G$ admits a CS-Separator of size poly $(|V(G)|)$.
Disproved by Göös, 2015.
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Thank you for your attention!

