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Abstract

We say that a tree T is an S-Steiner tree if S ⊆ V (T ) and a hypergraph
is an S-Steiner hypertree if it can be trimmed to an S-Steiner tree. We

prove that it is NP-hard to decide, given a hypergraph H and some

S ⊆ V (H), whether there is a subhypergraph of H which is an S-Steiner
hypertree. As corollaries, we give two negative results for two Steiner

orientation problems in hypergraphs. Firstly, we show that it is NP-hard

to decide, given a hypergraph H, some r ∈ V (H) and some S ⊆ V (H),
whether this hypergraph has an orientation in which every vertex of S is

reachable from r. Secondly, we show that it is NP-hard to decide, given

a hypergraph H and some S ⊆ V (H), whether this hypergraph has an

orientation in which any two vertices in S are mutually reachable from

each other. This answers a longstanding open question of the Egerváry

Research group. On the positive side, we show that the problem of �nding

a Steiner hypertree and the �rst orientation problem can be solved in

polynomial time if the number of terminals |S| is �xed.

1 Introduction

This article is concerned with Steiner tree problems in hypergraphs and Steiner
connectivity orientation problems in hypergraphs. Any unde�ned notation can
be found in Section 2.

The �rst part of the article deals with �nding Steiner hypertrees in hypergraphs.
There exists a rich literature on Steiner tree problems in graphs. For example,
the problem of �nding a Steiner tree minimizing a given weight function on the
edges has been studied to a signi�cant depth. It is well-known to be NP-hard
[8], several approximation results are known ([10],[1]) and the problem is known
to be �xed parameter tractable when parameterized by the number of terminals
[3]. Another branch of research is concerned with the problem of packing Steiner
trees. In particular, a famous conjecture of Kriesell [11] remains open but several
partial results are known ([6],[16]). The corresponding algorithmic problem has
been proven to be NP-hard by Kaski [9]. On the other hand, we can trivially
decide in polynomial time whether a given graph G contains a single S-Steiner
tree for some given S ⊆ V (G). We here show that this situation drastically
changes when considering hypergraphs. When S = V (H) for a hypergraph H,
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the problem can be solved in polynomial time using the concept of hypergraphic
matroids which was introduced by Loréa [12] and exploited by Frank, Király
and Kriesell [6]. Dealing with Steiner hypertrees in hypergraphs, we formally
consider the following problem:

Steiner Hypertree (SHT):

Input: A hypergraph H, a set S ⊆ V (H).

Question: Does H contain an S-Steiner hypertree?

On the negative side, we show the following result:

Theorem 1. SHT is NP-hard.

On the positive side, we are able to show that the problem can be solved in
polynomial time if the number of terminals is �xed.

Theorem 2. There is a function f : Z≥0 → Z≥0 and an algorithm that solves

SHT and runs in O(f(|S|)n|S|m2).

In the second part of this article, we apply these results to orientation
problems in hypergraphs. We �rst deal with rooted connectivity. Formally,
we consider the following problem:

Steiner Rooted Connected Orientation of Hypergraphs (SRCOH):

Input: A hypergraph H, a vertex r ∈ V (H), a set S ⊆ V (H).

Question: Is there an orientation H⃗ ofH that is (r, S)-Steiner rooted connected?

It turns out that SHT and SRCOH are closely related. In particular, SRCOH
can be solved in polynomial time when restricted to graphs. On the other hand,
using the above mentioned relation, we prove the following result showing that
such an algorithm is unlikely to exist for general hypergraphs.

Theorem 3. SRCOH is NP-hard.

Again exploiting this relation, we can conclude the following result from
Theorem 2.

Theorem 4. There is a function f : Z≥0 → Z≥0 and an algorithm that solves

SRCOH and runs in O(f(|S|)n|S|+1m2).

We also deal with a more symmetric connectivity problem in orientations
of hypergraphs. For graphs, a fundamental result of Nash-Williams [13] states
that for any positive integer k, a graph has a k-arc-connected orientation if
and only if it is 2k-edge-connected. Actually, Nash-Williams proved an even
stronger result giving a complete characterization of the cases when a graph G
has an orientation G⃗ satisfying λG⃗(u, v) ≥ r(u, v) for some arbitrary symmetric
requirement function r : V (G) × V (G) → Z≥0. The case of global dyperedge-
connectivity in hypergraphs has been dealt with by Frank, Király and Király [5].
The Egerváry Research group [4] raised the question whether these approaches
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can be combined in order to �nd orientations satisfying local symmetric dyperedge-
connectivity requirements of hypergraphs. We answer this question to the
negative even for the very special case when the requirement function r evaluates
to 1 when both arguments belong to a �xed set of vertices and 0 otherwise.
Formally, we consider the following problem:

Steiner Strongly Connected Orientation of Hypergraphs (SSCOH):

Input: A hypergraph H, a set S ⊆ V (H).

Question: Is there an orientation H⃗ of H that is strongly connected in S?

As a rather simple consequence of Theorem 3, we are able to prove the
following:

Theorem 5. SSCOH is NP-hard.

In Section 2, we provide some more formal de�nitions and preliminary results
we need for our proofs. In Section 3, we give the reductions proving Theorems
1,3 and 5 and we prove Theorems 2 and 4.

2 Preliminaries

In this section, notation and some auxiliary results are collected. In Section 2.1,
we give the necessary de�nitions and in Section 2.2, we give the preliminary
results.

2.1 De�nitions

A hypergraph H consists of a vertex set V (H) and a hyperedge set E(H) where
each e ∈ E(H) is a subset of V (H) of size at least 2. Throughout the article, we
use n and m for the number of vertices and hyperedges of H, respectively. If
each hyperdege is of size exactly 2, we call H a graph. We say that a graph G is
a trimming of H if G is obtained from H by replacing every e ∈ E(H) by an edge
containing two distinct vertices of e. For some graph G and X ⊆ V (G), we use
dG(X) for the number of edges in G that have exactly one endvertex in X. For a
single vertex v ∈ V (G), we use dG(v) instead of dG({v}) and call this value the
degree of v. For a non-negative integer k, a graph G is called k-edge-connected
if dG(X) ≥ k for every nonempty X ⊊ V (G). A tree is an edge-minimal 1-
edge-connected graph. A uv-path is a tree P in which dP (u) = dP (v) = 1 and
dP (w) = 2 for all w ∈ V (P )− {u, v} hold. A path is a uv-path for some u and
v. Given a terminal set S ⊆ V (T ), we say that T is an S-Steiner tree. Two
paths P1, P2 are called internally vertex-disjoint if dP1

(v) + dP2
(v) ≤ 2 for all

v ∈ V (P1) ∪ V (P2). An S-Steiner tree is called small if |V (T )| ≤ 2|S| − 2. A
subdivision of a graph G1 in a graph G2 is a mapping ϕ : V (G1) → V (G2)
together with a collection of paths P = {Pe : e ∈ E(G1)} such that for every
e = uv ∈ E(G1), Pe is a uv-path and the paths in P are pairwise internally
vertex-disjoint. For a graph G and a vertex v of G of degree 2, we mean by
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splitting o� v the graph obtained from G by deleting the vertex v and by adding
a new edge between u and w, where uv, vw are the edges of G containing v.

For a hypergraph H, we denote by G(H) the incidence graph of H, i.e. the
graph which is obtained from H by replacing every e ∈ E(H) by a new vertex
ze and edges vze for all v ∈ e. Given a terminal set S, a small S-Steiner tree
T and a hypergraph H with S ⊆ V (H), a subdivision (ϕ,P) of T in G(H) is
called special if ϕ(s) = s for all s ∈ S and ϕ(v) ∈ V (H) for all v ∈ V (T ). An
S-Steiner hypertree is a hypergraph that can be trimmed to an S-Steiner tree.

A dypergraph D consists of a vertex set V (D) and a dyperedge set A(D)
where each a ∈ A(D) is a tuple (tail(a), head(a)) where head(a) is a vertex in
V (D) and tail(a) is a nonempty subset of V (D)− head(a).

For some X ⊆ V (D), we say that a dyperedge a ∈ A(D) enters X if
head(a) ∈ X and tail(a)−X ̸= ∅. We denote by δ−D(X) the set of dyperedges in
A(D) that enterX.We use d−D(X) for |δ−D(X)|. For u, v ∈ V (D), we use λD(u, v)
for min{d−D(X) : X ⊆ V (D), v ∈ X,u ∈ V (D) − X}. For some S ⊆ V (D), we
say that D is strongly connected in S if λD(u, v) ≥ 1 for every pair (u, v) in S.
We say that D is strongly connected if D is strongly connected in V (D). For
some u, v ∈ V (D), we say that v is reachable from u if λD(u, v) ≥ 1. If for some
r ∈ V (D) and S ⊆ V (D), every v ∈ S is reachable from r, we say that D is (r, S)-

Steiner rooted connected. If a dypergraph H⃗ is obtained from a hypergraph H
by choosing a head for each hyperedge, we say that H⃗ is an orientation of H. A
dypergraph in which the tail of each dyperedge is of size 1 is called a digraph.
The dyperedges of a digraph are called arcs. For some dypergraph D, we let
D(D) denote the digraph in which every dyperedge a ∈ A(D) is replaced by a
vertex za, an arc vza for all v ∈ tail(a) and an arc zahead(a). The underlying

hypergraph of D is the hypergraph on the same vertex set and that contains
the hyperedge tail(a) ∪ head(a) for all a ∈ A(D). If D is a digraph, we speak
of the underlying graph. For a non-negative integer k, a digraph D is called
k-arc-connected if d−D(X) ≥ k for every nonempty X ⊊ V (D). We say that a
digraph D is a directed trimming of D if D is obtained from D by replacing
every a ∈ A(D) by an arc whose head is the head of a and whose tail is a
vertex in tail(a). An r-arborescence is a digraph B with r ∈ V (B) and which is
arc-minimal with the property that every vertex in V (B) is reachable from r. A
directed uv-path is a u-arborescence in which v is the only vertex that is not the
tail of any arc. For some S ⊆ V (B), we speak of an (r, S)-Steiner arborescence.
A circuit is a strongly connected digraph satisfying |A(D)| = |V (D)|. A circuit

is a strongly connected digraph D satisfying |A(D)| = |V (D)|.

2.2 Preliminaries

For the �rst reduction in Section 3, we consider the following well-known problem.
For a binary variable x, the literals over x are x and x̄, the negation of x.

3SAT

Input: A set of binary variables X, a set of clauses C each of which contains 3
literals over X.
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Question: Is there an assignment ϕ : X → {TRUE,FALSE} such that every
clause of C contains at least one true literal?

For the �rst reduction, we need the following well-known result, see [8].

Theorem 6. 3SAT is NP-hard.

For the second reduction, we need the following result that can be found in
[6].

Proposition 1. Let D be a dypergraph, r ∈ V (D) and S ⊆ V (D). Then D
contains a subdypergraph that can be transformed into an (r, S)-Steiner arborescence
by a directed trimming if and only if all vertices in S are reachable from r in D.

For the last reduction, we need the following result.

Proposition 2. Let D be a dypergraph. Then for any pair (u, v) of vertices in
V (D), we have λD(D)(u, v) = λD(u, v).

Proof. First let X ⊆ V (D(D)) with v ∈ X,u ∈ V (D(D))−X and d−D(D)(X) =

λD(D)(u, v). Let X
′ = X∩V (D). Then for every a ∈ δ−D(X ′), we have head(a) ∈

X and tail(a) − X ̸= ∅, so either the arc zahead(a) enters X in D(D) or the
arc wza enters X in D(D) for some w ∈ tail(a). Hence λD(u, v) ≤ d−D(X

′) ≤
d−D(D)(X) = λD(D)(u, v).

Now let X ⊆ V (D) with v ∈ X,u ∈ V (D) −X and d−D(X) = λD(u, v). Let
X ′ ⊆ V (D(D)) be the set that contains X and the vertex za for all a ∈ A(D)
for which tail(a) ⊆ X holds. Now every arc entering X ′ in D(D) is of the
form zahead(a) such that a enters X in D. Hence λD(D)(u, v) ≤ d−D(D)(X

′) ≤
d−D(X) = λD(u, v).

Proposition 3. Let H be a hypergraph and let e ∈ E(H). Further, let H⃗0 be an

orientation of H and let e⃗0 be the orientation of e in H⃗0. Suppose that there is

some x ∈ tail(e⃗0) such that λH⃗0
(head(e⃗0), x) ≥ 1. Then there is an orientation

H⃗1 of H such that λH⃗1
(u, v) = λH⃗0

(u, v) for every pair (u, v) in V (H) and

head(e⃗1) = x where e⃗1 is the orientation of e in H⃗1.

Proof. We obtain by Proposition 2 that D(H⃗0) contains a directed path from
head(e⃗0) to x. As this directed path contains none of the arcs xze⃗0 and ze⃗0head(e⃗0),

we obtain thatD(H⃗0) contains a circuit containing the arcs xze⃗0 and ze⃗0head(e⃗0).

Let D1 be the digraph obtained from D(H⃗0) by reversing all the arcs of this

cycle. Note that there is an orientation H⃗1 of H such that D(H⃗1) = D1.
Observe that head(e⃗1) = x. Further, for all u, v ∈ V (H), by Proposition 2, we
have λH⃗1

(u, v) = λD(H⃗1)
(u, v) = λD(H⃗0)

(u, v) = λH⃗0
(u, v).

For the proof of Theorem 2, we need the following result due to Kawarabayashi,
Kobayashi and Reed [7] which improves upon an earlier result of Robertson and
Seymour [15].
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Lemma 1. Let G be a graph and (u1, v1), . . . , (uk, vk) pairs of vertices in

V (G). Then there exist a function f : Z≥0 → Z≥0 and an algorithm that runs

in O(f(k)n2) and decides whether there is a set of internally vertex-disjoint

paths P1, . . . , Pk such that Pi is a uivi-path for i = 1, . . . , k.

We further need the following well-known property of trees.

Proposition 4. Let T be a tree. Then the number of vertices in v ∈ V (T )
with dT (v) = 1 is at least two more than the number of vertices in V (T ) with

dT (v) ≥ 3.

We further require the following classic theorem due to Cayley [2].

Theorem 7. The number of distinct labelled trees on a ground set of n vertices

is nn−2.

3 Proofs

In this section, we give the proofs of the main theorems of this article.

3.1 Steiner hypertrees

This section is dedicated to proving the results on �nding Steiner hypertrees in
a given hypergraph. We �rst prove the negative result when the size of terminal
is not �xed in Section 3.1.1 and then prove the positive result for a �xed number
of terminals in Section 3.1.2.

3.1.1 The proof of Theorem 1

Proof. (of Theorem 1) We prove this by a reduction from 3SAT. Let (X, C)
be an instance of 3SAT. We now create an instance (H, S) of SHT. For every
x ∈ X, we let V (H) contain 2 vertices wx and wx̄. Next, for every C ∈ C, we
let V (H) contain a vertex zC . Further, we let V (H) contain one more vertex
a. Let W =

⋃
x∈X{wx, wx̄} and Z = {zC : C ∈ C}. For every x ∈ X, we let

E(H) contain a hyperedge ex = {a,wx, wx̄}. Next, for every C ∈ C, we let E(H)
contain a hyperedge eC = {{wℓ : ℓ ∈ C} ∪ zC}. Finally, we set S = Z ∪ {a}.
This �nishes the description of (H, S).

An illustration can be found in Figure 1.

We now prove that (H, S) is a positive instance of SHT if and only if (X, C)
is a positive instance of 3SAT.

First suppose that (X, C) is a positive instance of 3SAT, so there is an
assignment ϕ : X → {True, False} that satis�es every clause of C.

It su�ces to prove that H can be trimmed to a (Z ∪ a)-Steiner tree. For
every x ∈ X, we trim ex to an edge e′x where e′x = awx if ϕ(x) = TRUE and
e′x = awx̄ if ϕ(x) = FALSE. Now consider some C ∈ C. As ϕ is satisfying, we
can choose some x ∈ X such that either x ∈ C and ϕ(x) = TRUE or x̄ ∈ C and
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x1 x̄1 x2 x̄2 x3 x̄3

a

zC1 zC2

Figure 1: An example of the construction of (H, S) for a 3SAT formula with
X = {x1, x2, x3} and C = {C1 = {x1, x2, x3}, C2 = {x1, x̄2, x̄3}}.

ϕ(x) = FALSE hold. We trim eC to an edge e′C where e′C = wxzC in the former
case and e′C = wx̄zC in the latter case. Now let T be the graph that contains
all vertices contained in e′x for some x ∈ X and all the vertices contained in e′C
for some C ∈ C and whose edge set is {e′x : x ∈ X} ∪ {e′C : C ∈ C}. Clearly, we
have Z ∪ a ⊆ V (T ). It also follows directly from the construction that T is a
tree. Hence T is a (Z ∪ a)-Steiner tree and so H is a (Z ∪ a)-Steiner hypertree.

Now suppose that (H, Z ∪ a) is a positive instance of SHT, so there is a
subhypergraph T of H which can be trimmed to a (Z ∪ a)-Steiner hypertree T .
We now de�ne a truth assignment ϕ : X → {TRUE,FALSE} in the following
way: if the hyperedge ex is contained in E(T ) and is trimmed to the edge awx

in T , we set ϕ(x) = TRUE. Otherwise, we set ϕ(x) = FALSE.
In order to prove that ϕ is satisfying, �rst observe that as T is a (Z ∪ a)-

Steiner tree and as zC is contained in only one hyperedge of E(H), we obtain
that dT (zC) = 1 for all C ∈ C. Now �x some C∗ ∈ C. Let b be the unique
vertex such that the edge eC∗ is trimmed to bzC∗ in T . As T is a (Z∪a)-Steiner
tree, we obtain that T contains a zC∗a-path P . As dT (zC) = 1 for all C ∈ C, it
follows V (P )∩Z = zC∗ . By construction, this yields that P = abzC∗ . It follows
that the unique hyperedge in E(H) containing a and b is trimmed to ab in T . If
b = wx for some x ∈ X, we obtain that x ∈ C and ϕ(x) = TRUE by de�nition
of ϕ. If b = wx̄ for some x ∈ X, we obtain that X̄ ∈ C and ϕ(x) = FALSE by
de�nition of ϕ. In either case, C∗ is satis�ed by ϕ. As C∗ was chosen arbitrarily,
ϕ is a satisfying assignment for (X, C).

As the size of H is clearly polynomial in the size of (X, C) and by Proposition
6, the statement follows.
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3.1.2 Polynomial algorithm for a �xed number of terminals

This section is dedicated to proving Theorem 2. We �rst show that in order
to do so, it su�ces to consider a related problem in the incidence graph of the
given hypergraph.

Lemma 2. Let H be a hypergraph and S ⊆ V (H). Then H contains an S-
Steiner hypertree if and only if G(H) contains an S-Steiner tree T that satis�es

dT (ze) = 2 for all e ∈ E(H) with ze ∈ V (T ).

Proof. First suppose that H contains an S-Steiner hypertree T that can be
trimmed to an S-Steiner tree T . Let T ′ be obtained from T by subdividing
every edge ẽ ∈ E(T ), creating the vertex ze, where e ∈ E(H) is the edge from
which ẽ is obtained by trimming. Observe that T ′ is a subgraph of G(H). By
construction, we have S ⊆ V (T ) ⊆ V (T ′) and dT ′(ze) = 2 for all e ∈ E(H) with
ze ∈ V (T ). Finally, as T is a tree, so is T ′.

Now suppose that G(H) contains an S-Steiner tree T ′ that satis�es dT ′(ze) =
2 for all e ∈ E(H) with ze ∈ V (T ′). Let T be the graph with V (T ) = V (T ′) ∩
V (H) and which contains an edge ẽ = uv for all u, v ∈ V (T ) for which there
is some e ∈ E(H) with uze, vze ∈ E(T ′). Observe that ẽ can be obtained from
e by trimming and hence T can be obtained from a subhypergraph T of H by
trimming. As T is a obtained from T ′ by contracting edges, we obtain that T
is a tree and by construction, we have S ⊆ V (T ′) ∩ V (H) = V (T ). Hence T is
an S-Steiner tree and so T is an S-Steiner hypertree.

We next show that it su�ces to deal with small S-Steiner trees instead of
arbitrary ones which is important to limit the number of possible choices.

Lemma 3. Let S be a set and H a hypergraph with S ⊆ V (H). Then G(H)
contains an S-Steiner tree T that satis�es dT (ze) = 2 for all e ∈ E(H) with

ze ∈ E(T ) if and only if G(H) contains a small S-Steiner tree as a special

subdivision.

Proof. First suppose that G(H) contains a small S-Steiner tree T as a special
subdivision. Let T ′ be the subgraph of G(H) with V (T ′) =

⋃
P∈P V (P ) and

E(T ′) =
⋃

P∈P E(P ). As the paths of P are pairwise internally vertex-disjoint,
we obtain that T ′ can be obtained from T by subdividing edges several times.
Hence T ′ is a tree. Further, we have S ⊆ V (T ) ⊆ V (T ′). Finally, as V (T ) ⊆
V (H) and the paths in P are pairwise internally vertex-disjoint, we obtain that
dT ′(ze) = 2 for all e ∈ E(H) with ze ∈ E(T ′). Hence T ′ is an S-Steiner tree
that satis�es dT ′(ze) = 2 for all e ∈ E(H) with ze ∈ E(T ′).

Now suppose that G(H) contains an S-Steiner tree T ′ that satis�es dT ′(ze) =
2 for all e ∈ E(H) with ze ∈ V (T ′). Choosing T ′ minimum, we may suppose that
every vertex of degree 1 of T ′ is contained in S. Let T be obtained from T ′ by
splitting o� vertices of degree 2 which are not contained in S. Observe that, as
dT ′(ze) = 2 for all e ∈ E(H) with ze ∈ V (T ′), we have V (T ) ⊆ V (H). Further,
by construction, we have dT (v) ≥ 3 for all v ∈ V (T ) − S. By Proposition 4,
we obtain |V (T )| ≤ 2|S| − 2. Hence T is a small S-Steiner tree. In order to
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see that G(H) contains T as a special subdivision, let ϕ be the identity map on
V (T ). Further, for every e = uv ∈ E(T ), let Pe be the unique uv-path in T ′

and let P = {Pe : e ∈ E(T )}. As T ′ is a tree, the Pe are pairwise internally
vertex-disjoint and hence (ϕ,P) is a special subdivision of T in G(H).

We now show that a special subdivision of a �xed small S-Steiner tree can
be found e�ciently.

Lemma 4. Let S be a set with |S| = k, T a small S-Steiner tree and H a

hypergraph. Then there exist a function f : Z≥0 → Z≥0 and an algorithm that

tests whether G(H) contains T as a special subdivision and runs in O(f(k)nkm2).

Proof. When trying to �nd a special subdivision (ϕ,P) of T in G(H), �rst
observe that, as T is small, there are at most n|V (T )−S| ≤ nk−2 possibilities to
choose ϕ. We now �x some ϕ0. In order to test whether there exists a special
subdivision (ϕ,P) of T in G(H) with ϕ = ϕ0, it su�ces to decide whether there
exists a set of pairwise internally vertex-disjoint paths {Pe : e ∈ E(T )} in G(H)
such that Pe is a uv-path for every e = uv ∈ E(T ). By Lemma 1, there is a
function f ′ : Z≥0 → Z≥0 that tests this property and runs in O(f ′(|E(T )|)(n+
m)2). We obtain a total running time of O(nk−2(f ′(|E(T )|)(n + m)2)) =
O(f ′(2k)nkm2).

We next prove that the number of small S-Steiner trees on a �xed ground
set is bounded.

Lemma 5. Let S be a set with |S| = k for some integer k ≥ 2 and X a set with

|X| = k − 2 and X ∩ S = ∅. Then there are at most (2k − 2)2k−3 labelled small

Steiner trees T with V (T ) ⊆ S ∪X.

Proof. By Theorem 7, the lemma follows from the fact that the number of
labelled trees on at most n vertices is at most

∑n
µ=1

(
n
µ

)
µµ−2 <

∑n
µ=1 n

n−µ ·
nµ−2 =

∑n
µ=1 n

n−2 = nn−1.

We are now ready to prove Theorem 2.

Proof. (of Theorem 2) Let H be a hypergraph and S ⊆ V (H) with |S| = k. We
need to decide in O(f(k)nkm2) time whetherH contains an S-Steiner hypertree.
By Lemmas 2 and 3, it su�ces to show that we can decide in O(f(k)nkm2) time
whether G(H) contains a small S-Steiner tree as a special subdivision. In order
to test whether this is the case, we can restrict ourselves to trees T that satisfy
V (T ) ⊆ S ∪ X for some �xed X with |X| = k − 2. By Lemma 5, there is a
function f1 : Z≥0 → Z≥0 such that there are at most f1(k) such trees. Next,
by Lemma 4, there is a function f2 : Z≥0 → Z≥0 such that, for each of these
trees T , we can decide in O(f2(k)n

km2) time if G(H) contains T as a special
subdivision. We obtain a total running time of O(f1(k)f2(k)n

km2).
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3.2 Steiner rooted-connected orientations

This section is dedicated to proving Theorems 3 and 4. The following is the
key ingredient. Its graphic version is trivial and easily implies the hypergraphic
one.

Lemma 6. Let H be a hypergraph, r ∈ V (H) and S ⊆ V (H). Then H has a

(r, S)-Steiner rooted connected orientation if and only if H contains a (S ∪ r)-
Steiner hypertree.

Proof. First suppose that H contains a (S ∪ r)-Steiner hypertree T that can be

trimmed to an (S ∪ r)-Steiner tree T . Then there is an orientation T⃗ of T that

is an (r, S)-Steiner arborescence. Now consider the orientation H⃗ in which for
every hyperedge in E(T ) we choose as its head the head of the corresponding arc

in T⃗ and assign an arbitrary orientation to all remaining hyperedges. Let T⃗ be
the orientation of T obtained from H⃗ by a restriction to the dyperedges whose
corresponding hyperedges are contained in E(T ). Then T⃗ can be transformed

into T⃗ by a directed trimming. As T⃗ is a subdypergraph of H⃗ , we obtain by
Proposition 1 that all vertices in S are reachable from r in H⃗.

Now suppose that H has an (r, S)-Steiner rooted connected orientation H⃗.

By Proposition 1, H⃗ contains a subdypergraph T⃗ that can be transformed
into an (r, S)-Steiner arborescence T⃗ by a directed trimming. Let T be the

underlying hypergraph of T⃗ and T be the underlying graph of T⃗ . Then T is
an (S ∪ r)-Steiner tree, T can be obtained from T by trimming and T is a
subhypergraph of H. This �nishes the proof.

Lemma 6 and Theorem 1 imply Theorem 3. Further, Lemma 6 and Theorem
2 imply Theorem 4.

3.3 Steiner strongly connected orientations

We here conclude Theorem 5 from Theorem 3.

Proof. (of Theorem 5) We prove this by a reduction from SRCOH. Let (H, r, S)
be an instance of SRCOH. Let H′ be obtained from H by adding the hyperedge
e∗ = S ∪ r and let S′ = S ∪ r. We will prove that (H′, S′) is a positive instance
of SSCOH if and only if (H, r, S) is a positive instance of SRCOH.

First suppose that (H, r, S) is a positive instance of SRCOH, so there is an

orientation H⃗ of H in which all vertices of S are reachable from r. Let the
orientation H⃗′ of H′ be obtained by choosing r as the head of e⃗∗ and giving all
other hyperedges the orientation they have in H⃗. As H⃗ is a subdypergraph of
H⃗′, we obtain that all vertices in S are reachable from r in H⃗′. Further, due to
the orientation of e∗, r is also reachable from all vertices in S in H⃗′. Hence H⃗′

is strongly connected in S′.
Now suppose that (H′, S′) is a positive instance of SSCOH, so there is an

orientation H⃗′ ofH′ which is strongly connected in S′. By Proposition 3, we may
suppose that r is the head of e⃗∗ in H⃗′. Now let H⃗ be the orientation of H which
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is obtained from H⃗′ by deleting the dyperedge corresponding to e∗. Consider
some s ∈ S. As H⃗′ is strongly connected in S, there is a subdypergraph T⃗ of H⃗′

that can be trimmed to a directed rs-path. Clearly, this path does not contain
an arc entering r and hence T⃗ does not contain the dyperedge corresponding to
e∗. It follows that T⃗ is also a subdypergraph of H⃗. As s was chosen arbitrarily,
we obtain that all vertices in S are reachable from r in H⃗.

As the size of (H′, S′) is clearly polynomial in the size of (H, r, S) and by
Theorem 3, the statement follows.

4 Conclusion

We have shown hardness results for the problem of �nding Steiner hypertrees in
a given hypergraph and two Steiner orientations problems in hypergraphs. We
further show that two of these problems become easy when we �x the number
of terminals. For these two problems, one may ask whether they are �xed
parameter tractable when parameterized by the number of terminals. More
concretely, we pose the following problem:

Problem 1. Is there an algorithm that solves SHT and runs in O(f(|S|)nO(1))
for some computable function f : Z≥0 → Z≥0?

Observe that due to Lemma 6, the analogous problem for SRCOH is equivalent
to Problem 1.

For SSCOH even the question whether an analogous result to Theorems 2
and 4 exists remains open.

Problem 2. Is there a polynomial time algorithm that solves SSCOH when |S|
is �xed?

Finally, we could ask whether Theorem 2 can be generalized to �nding
packings of hypertrees.

Problem 3. Can we decide in polynomial time whether a given hypergraph H
contains a packing of q hyperedge-disjoint S-Steiner hypertrees when |S| and q

are �xed?
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