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Abstract. We prove the approximation ratio 8/5 for the metric {s, t}-
path-TSP, and more generally for shortest connected T -joins.

The algorithm that achieves this ratio is the simple “Best of Many”
version of Christofides’ algorithm (1976), suggested by An, Kleinberg
and Shmoys (2012), which consists in determining the best Christofides
{s, t}-tour out of those constructed from a family F+ of trees having a
convex combination dominated by an optimal solution x∗ of the Held-

Karp relaxation. They give the approximation guarantee
√

5+1
2

for such
an {s, t}-tour, which is the first improvement after the 5/3 guarantee
of Hoogeveen’s Christofides type algorithm (1991). Cheriyan, Friggstad
and Gao (2012) extended this result to a 13/8-approximation of shortest
connected T -joins, for |T | ≥ 4.

The ratio 8/5 is proved by simplifying and improving the approach of
An, Kleinberg and Shmoys that consists in completing x∗/2 in order to
dominate the cost of “parity correction” for spanning trees. We partition
the edge-set of each spanning tree in F+ into an {s, t}-path (or more
generally, into a T -join) and its complement, which induces a decompo-
sition of x∗. This decomposition can be refined and then efficiently used
to complete x∗/2 without using linear programming or particular prop-
erties of T , but by adding to each cut deficient for x∗/2 an individually
tailored explicitly given vector, inherent in x∗.

A simple example shows that the Best of Many Christofides algorithm
may not find a shorter {s, t}-tour than 3/2 times the incidentally common
optima of the problem and of its fractional relaxation.

Keywords: traveling salesman problem, path TSP, approximation al-
gorithm, matching, T -join, polyhedron, tree (basis) polytope.

1 Introduction

A Traveling Salesman wants to visit all vertices of a graph G = (V,E), starting
from his home s ∈ V , and – since it is Friday – ending his tour at his week-end
residence, t ∈ V . Given the nonnegative valued length function c : E −→ Q+,
he is looking for a shortest {s, t}-tour, that is, one of smallest possible (total)
length.
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The Traveling Salesman Problem (TSP) is usually understood as the s = t
particular case of the defined problem, where in addition every vertex is visited
exactly once. This “minimum length Hamiltonian cycle” problem is one of the
main exhibited problems of combinatorial optimization. Besides being NP-hard
even for very special graphs or lengths [11], even the best up to date methods
of operations research, the most powerful computers coded by the brightest
programmers fail solving reasonable size problems exactly.

On the other hand, some implementations provide solutions only a few percent
away from the optimum on some large “real-life” instances. A condition on the
length function that certainly helps both in theory and practice is the triangle
inequality. A nonnegative function on the edges that satisfies this inequality
is called a metric function. The special case of the TSP where G is a complete
graph and c is a metric is called the metric TSP. For a thoughtful and distracting
account of the difficulties and successes of the TSP, see Bill Cook’s book [5].

If c is not necessarily a metric function, the TSP is hopeless in general: it is
not only NP-hard to solve but also to approximate, and even for quite particular
lengths, since the Hamiltonian cycle problem in 3-regular graphs is NP-hard [11].
The practical context makes it also natural to suppose that c is a metric.

A ρ-approximation algorithm for a minimization problem, where ρ ∈ R+,
ρ ≥ 1, is a polynomial-time algorithm that computes a solution of value at most
ρ times the optimum. The guarantee or ratio of the approximation is ρ.

The first trace of allowing s and t be different is Hoogeveen’s article [16], provid-
ing a Christofides type 5/3-approximation algorithm, again in the metric case.
There had been no improvement until An, Kleinberg and Shmoys [1] improved

this ratio to 1+
√
5

2 < 1.618034 with a simple algorithm, an ingenious new frame-
work for the analysis, but a technically involved realization.

The algorithm first determines an optimum x∗ of the Held-Karp relaxation;
writing x∗ as a convex combination of spanning trees and applying Christofides’
heuristic for each, it outputs the best of the arising tours. For the TSP problem
x∗/2 dominates any possible parity correction, as Wolsey [23] observed, but this
is not true if s �= t. However, [1] manages to perturb x∗/2, differently for each
spanning tree of the constructed convex combination, with small average increase
of the length.

We adopt this algorithm and this global framework for the analysis, and de-
velop new tools that essentially change its realization and shortcut the most
involved parts. This results in a simpler analysis guaranteeing a solution within
8/5 times the optimum and within less than three pages, at the same time im-
proving Cheriyan, Friggstad and Gao’s 13/8 = 1.625, valid for arbitrary T [4].1

We did not fix that the Traveling Salesman visits each vertex exactly once, our
problem statement requires only that every vertex is visited at least once. This
version has been introduced by Cornuéjols, Fonlupt and Naddef [6] and was called
the “graphical” TSP. In other words, this version asks for the “shortest spanning

1 This was the first ratio better than 5/3 for arbitrary T ; the proof extended the proof
of [1].
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Eulerian subgraph” (“tour”), and puts forward an associated polyhedron and its
integrality properties, characterized in terms of excluded minors.

This version has many advantages: while the metric TSP is defined on the
complete graph, the graphical problem can be sparse, since an edge which is not
a shortest path between its endpoints can be deleted; however, it is equivalent to
the metric TSP (see Subsection “Tours” below); the length function c does not
have to satisfy the triangle inequality; this version has an unweighted special
case (all 1 weights), asking for the minimum size (cardinality) of a spanning
Eulerian subgraph.

The term “graphic” or “graph-TSP” has eventually been taken by this all 1
special case. We avoid these three terms too close (in Hamming distance) but
used in a too diversified way in the literature, different from habits for other
problems which also have weighted and unweighted variants called differently.2

2 Notation, Terminology and Preliminaries

The set of real numbers is denoted by R; R+, Q+ denote the set of non-negative
real or rational numbers respectively, and 1 denotes the all 1 vector of appropri-
ate dimension. We fix the notation G = (V,E) for the input graph. For X ⊆ V
we write δ(X) for the set of edges with exactly one endpoint in X . If w : E −→ R

and A ⊆ E, then we use the standard notation w(A) :=
∑

e∈A w(e).

T -joins: For a graph G = (V,E) and T ⊆ V a T -join in G is a set F ⊆ E such
that T = {v ∈ V : |δ(v) ∩ F | is odd}. For (G, T ), where G is connected, it is
well-known and easy to see that a T -join exists if and only if |T | is even [18], [17].
When (G, T ) or (G, T, c) are given, we assume that G is a connected graph, |T |
is even, and c : E −→ Q+, where c is called the length function, c(A) (A ⊆ E) is
the length of A.

Given (G, T, c), the minimum length of a T -join in G is denoted by τ(G, T, c).
A T -cut is a cut δ(X) such that |X ∩ T | is odd. It is easy to see that a T -join
and a T -cut meet in an odd number of edges. If in addition c is integer, the
maximum number of T -cuts so that every edge e is contained in at most c(e)
of them is denoted by ν(G, T, c). By a theorem of Edmonds and Johnson [8],
[18] τ(G, T, c) = ν(G, T, 2c)/2, and a minimum length T -join can be determined
in polynomial time. These are useful for an intuition, even if we only use the
weaker Theorem 2 below. For an introduction and more about different aspects
of T -joins, see [18], [21], [9], [17].

T -Tours: A T -tour (T ⊆ V ) of G = (V,E) is a set F ⊆ 2E such that

(i) F is a T -join of 2G,
(ii) (V, F ) is a connected multigraph,

2 We do not investigate here these unweighted problems. For comparison, however, let
us note the guaranteed ratios for the cardinality versions of the problems: the ratio
3/2 has been reached for the minimum size of a T -tour (see the definition a few lines
below), and 7/5 for T = ∅ [22].
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where 2E is the multiset consisting of the edge-set E, and the multiplicity of
each edge is 2; we then denote 2G := (V, 2E). It is not false to think about 2G as
G with a parallel copy added to each edge, but we find the multiset terminology
better, since it allows for instance to keep the length function and its notation
c : E −→ Q+, or in the polyhedral descriptions to allow variables to take the
value 2 without increasing the number of variables; the length of a multi-subset
will be the sum of the lengths of the edges multiplied by their multiplicities,
with obvious, unchanged terms or notations: for instance the size of a multiset
is the sum of its multiplicities; χA is the multiplicity vector of A; x(A) is the
scalar product of x with the multiplicity vector of A; a subset of a multiset
A is a multiset with multiplicities smaller than or equal to the corresponding
multiplicities of A, etc.

A tour is a T -tour with T = ∅.
The T -tour problem (TTP) is to minimize the length of a T -tour for (G, T, c)

as input. Denote OPT(G, T, c) this minimum. The subject of this work is the
TTP in general.

If F ⊆ E, we denote by TF the set of vertices incident to an odd number
of edges in F ; if F is a spanning tree, F (T ) denotes the unique T -join of F ;
accordingly, F (s, t) := F ({s, t}) is the (s, t)-path of F .

The sum of two (or more) multisets is a multiset whose multiplicities are the
sums of the two corresponding multiplicities. If X,Y ⊆ E, X + Y ⊆ 2E and
(V,X + Y ) is a multigraph. Given (G, T ), F ⊆ E such that (V, F ) is connected,

and a TF	T -join JF , the multiset F + JF is a T -tour.
the notation “	” stays for the symmetric difference (mod 2 sum of sets). This
simple operation is the tool for “parity correction”.

In [22] T -tours were introduced under the term connected T -joins. (This was
a confusing term, since T -joins have only 0 or 1 multiplicities.) Even if the main
target remains |T | ≤ 2, the arguments concerning this case often lead out to
problems with larger T .

By “Euler’s theorem” a subgraph of 2G is a tour or {s, t}-tour if and only
if its edges can be ordered to form a closed “walk” or a walk from s to t, that
visits every vertex of G at least once, and uses every edge as many times as its
multiplicity.

Linear Relaxation: We adopt the polyhedral background and notations of [22],
which itself is the adaptation of the so-called “Held-Karp” [15] relaxation to our
slightly different context, for slightly improved comfort.

Let G = (V,E) be a graph. For a partition W of V we introduce the notation
δ(W) :=

⋃
W∈W δ(W ), that is, δ(W) is the set of edges that have their two

endpoints in different classes of W .
Let G be a connected graph, T ⊆ V with |T | even. Denote

P (G, T ) :=
{
x ∈ RE : x(δ(W )) ≥ 2 for all ∅ �= W ⊂ V with |W ∩ T | even,

x(δ(W)) ≥ |W| − 1 for all partitions W of V ,

0 ≤ x(e) ≤ 2 for all e ∈ E
}
.
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Let x∗ ∈ P (G, T ) minimize c�x on P (G, T ).

Fact 1: Given (G, T, c), OPT(G, T, c) ≥ minx∈P (G,T ) c
�x = c�x∗ .

Indeed, if F is a T -tour, χF satisfies the defining inequalities of P (G, T ).
The following theorem is essentially the same as Schrijver [21, page 863, Corol-

lary 50.8].

Theorem 1. Let x ∈ RE satisfy the inequalities

x(δ(W)) ≥ |W| − 1 for all partitions W of V ,

0 ≤ x(e) ≤ 2 for all e ∈ E.

Then there exists a set F+, |F+| ≤ |E| of spanning trees and coefficients λF ∈
R, λF > 0, (F ∈ F+) so that

∑

F∈F+

λF = 1, x ≥
∑

F∈F+

λFχF ,

and for given x as input, F+, λF (F ∈ F+) can be computed in polynomial time.

Proof. Let x satisfy the given inequalities. If (2 ≥)x(e) > 1 (e ∈ E), introduce an
edge e′ parallel to e, and define x′(e′) := x(e) − 1, x′(e) := 1, and x′(e) := x(e)
if x(e) ≤ 1. Note that the constraints are satisfied for x′, and x′ ≤ 1. Apply
Fulkerson’s theorem [10] (see [21, page 863, Corollary 50.8]) on the blocking
polyhedron of spanning trees: x′ is then a convex combination of spanning trees,
and by replacing e′ by e in each spanning tree containing e′; applying then
Carathéodory’s theorem, we get the assertion. The statement on polynomial
solvability follows from Edmonds’ matroid partition theorem [7], or the ellipsoid
method [13]. �
Note that the inequalities in Theorem 1 form a subset of those that define
P (G, T ). In particular, any optimal solution x∗ ∈ P (G, T ) for input (G, T, c)
satisfies the conditions of the theorem. Fix F+, λF provided by the theorem for
x∗, that is, ∑

F∈F+

λFχF ≤ x∗.

We fix the input (G, T, c) and keep the definitions x∗, F+, λF until the end of
the paper.

It would be possible to keep the Held-Karp context of [1] for s �= t where
metrics in complete graphs are kept and only Hamiltonian paths are considered
(so the condition x(δ(v)) = 2 if v �= s, v �= t is added), or the corresponding
generalization in [4] for T �= ∅. However, we find it more comfortable to have
in mind only (G, T, c), where c is the given function which is not necessarily
a metric, and G is the original (connected) graph that is not necessarily the
complete graph, and T is only required to have even size, with T = ∅ allowed. The
only price to pay for this is to have

∑
F∈F+

λFχF ≤ x∗ without the irrelevant
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“=”. The paper can be also read with the classical Held-Karp definition in mind
at the price of minor technical adjustments.

Last, we state a well-known theorem of Edmonds and Johnson for the blocking
polyhedron of T ′-joins in the form we will use it. (The notation T is now fixed
for our input (G, T, c), and the theorem will be applied for several different T ′

in the same graph.)

Theorem 2. [8], (cf. [18], [21]) Given (G, T ′, c), let

Q+(G, T ′) := {x ∈ RE : x(C) ≥ 1 for each T ′-cut C, x(e) ≥ 0 for all e ∈ E}.

A shortest T ′-join can be found in polynomial time, and if x ∈ Q+(G, T ′),

τ(G, T ′, c) ≤ c�x.

Christofides for T -tours: A 2-approximation algorithm for the TTP is triv-
ial by taking a minimum length spanning tree F and doubling the edges of a
TF	T -join of F , that is, of F (TF	T ). It is possible to do better by adapting
Christofides’ algorithm [3], which is usually stated in terms of matchings and in
the context of the metric TSP. It can quite easily be generalized to T -tours once
the relation of the latter to the metric TSP is clear:

Minimizing the length of a tour or {s, t}-tour is equivalent to the metric TSP
problem or its path version (with all degrees 2 except s and t of degree 1, that is,
a shortest Hamiltonian cycle or path). Indeed, any length function of a connected
graph can be replaced by a function on the complete graph with lengths equal
to the lengths of shortest paths (metric completion): then a tour or an {s, t}-
tour can be “shortcut” to a sequence of edges with all inner degrees equal to 2.
Conversely, if in the metric completion we have a shortest Hamiltonian cycle or
path we can replace the edges by paths and get a tour or {s, t}-tour.

For T = ∅, Christofides [3] is equivalent to first determining a minimum length
spanning tree F to assure connectivity, and then adding to it a shortest TF -join.
The straightforwardf approximation guarantee 3/2 of this algorithm has not been
improved ever since. A Christofides type algorithm for general T adds a shortest
TF	T -join instead.

We finish the discussion of TTP with a proof of the 5/3-approximation ratio
for Christofides’s algorithm. Watch the partition of the edges of a spanning tree
into a T -join – if T = {s, t}, an {s, t} path – and the rest of the tree in this proof!
For {s, t}-paths this ratio was first proved by Hoogeveen [16] slightly differently
(see for T -tours in the Introduction of [22]), and in [14] in a similar way, as
pointed out to me by David Shmoys.

Proposition: Let (G, T, c) be given, and let F be an arbitrary shortest spanning
tree. Then τ(G, TF	T, c) ≤ 2

3OPT(G, T, c).

Proof. {F (T ), F \F (T )} is a partition of F into a T -join and a T	TF -join (see
Fig. 1). The shortest T -tour K has a TF -join F ′ by connectivity, so {F ′,K \F ′}
is a partition of K to a TF -join and a TF	T -join.
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Fig. 1. One of many: TF�T -joins, in F (left), minimum in G (right), JF ; T := {s, t}

If either c(F \ F (T )) ≤ 2
3c(F ) or c(K \ F ′) ≤ 2

3c(K), then we are done, since
both are T	TF -joins. If neither hold, then we use the T	TF -join F (T )	F ′.
Since c(F (T )) ≤ 1

3c(F ) ≤ 1
3OPT(G, T, c) and c(F ′) ≤ 1

3c(K) = 1
3OPT(G, T, c),

we have c(F (T )	F ′) ≤ c(F (T )) + c(F ′) ≤ 2
3OPT(G, T, c). �

When T = ∅ (s = t) Wolsey [23] observed that x∗/2 ∈ Q+(G, T ) and then
by the last inequality of Theorem 2 parity correction costs at most c�x∗/2, so
Christofides’s tour is at most 3/2 times c�x∗; in [1], [4] OPT(G, T, c) is replaced
by c�x∗ in the Proposition see also the remark after Fact 2 below.

Best of Many Christofides Algorithm (BOM) [1]: Input (G, T, c).

Determine x∗ [13] using [2], see [22].
(Recall: x∗ is an optimal solution of minx∈P (G,T ) c

�x.)
Determine F+. (see Theorem 1 and its proof.)

Determine the best parity correction for each F ∈ F+,
that is, a shortest TF	T -join JF [8], [17].

Output that F + JF (F ∈ F+) for which c(F + JF ) is minimum.

The objective value of the T -tour that the BOM algorithm outputs will be upper
bounded by the average of the spanning trees in F+ weighted by the coefficients
λF (F ∈ F). The following is a usual, but elegant and useful way of thinking
about and working with this average. Our use of it merely notational:

Random Sampling: The coefficient λF of each spanning tree F ∈ F+ in the
convex combination dominated by x∗ (see Theorem 1) will be interpreted as a
probability distribution of a random variable F ,

Pr(F = F ) := λF

whose values are spanning trees of G, and

F+ = {F ⊆ E : F spanning tree of G, Pr(F = F ) > 0}.

The notations for spanning trees will also be used for random variables whose
values are spanning trees. For instance F(s, t) denotes the random variable whose
value is F (s, t) precisely when F = F . Another example is χF , a random variable
whose value is χF when F = F . Similarly, TF = TF when F = F .
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Define R := min
F∈F+

c(F ) + τ(G, TF	T, c)

c�x∗ ≤ E[c(F) + τ(G, TF	T, c)]

c�x∗ ≤

≤ 1 +
E[τ(G, TF	T, c)]

c�x∗ .

Clearly, R is an upper bound for the guarantee of BOM. The main result
of the paper is R ≤ 8/5, and we have just observed that this is implied by
E[τ(G, TF	T, c)] ≤ 3/5c�x∗ (Theorem 3).

3 Proving the New Ratio

In this section we prove the result of the paper, the approximation ratio 8/5
for path TSP, achieved by the BOM algorithm. For the simplicity of reading we
substitute {s, t} for T , and F (s, t) for F (T ) without any other change in the
proof. The experienced reader can simply change back each occurrence of {s, t}
to T , and F (s, t) to F (T ).

We use now the probability notation for defining two vectors that will be
extensively used:

p∗(e) := Pr(e ∈ F(s, t)); q∗(e) := Pr(e ∈ F \ F(s, t)) (e ∈ E).

Fact 2: E[χF(s,t)] = p∗, E[χF\F(s,t)] = q∗, x∗ ≥ E[χF ] = p∗ + q∗. �
Introducing p∗ and q∗ and observing this fact lead us to a version of the Propo-
sition (end of the previous section) about the expectation of parity correc-
tion versus the linear optimum: E[τ(G, TF	{s, t}, c)] ≤ 2

3c
�q∗, implying that

BOM outputs a tour of length at most 5
3c

Tx∗. (Let us sketch the proof (even
though we prove our sharper bound in full details below): this inequality fol-

lows from E[τ(G, TF	T, c)] ≤ min{c�q∗, c�x∗ − c�q∗

2 }, which in turn holds
because q∗ is the mean value of the parity correcting F \ F(s, t), whereas

c�x∗ − c�q∗
2 ≥ c�x∗

2 + c�p∗
2 sums to at least 1 on every cut, so the last in-

equality of Theorem 2 can be applied to both.)

Key definitions, key lemma, key theorem: Define

Q := {Q is a cut: x∗(Q) < 2}.
Every Q ∈ Q is an {s, t}-cut, since non-{s, t}-cuts C are required to have x(C) ≥
2 in the definition of P (G, {s, t}).3 Define xQ ∈ QE

+ with

xQ(e) := Pr({e} = Q ∩ F).

We have from this definition directly that the support (set of nonzero edges) of
xQ is Q, and xQ(Q) =

∑
e∈Q xQ(e) =

∑
e∈Q Pr({e} = Q∩F) = Pr(|Q∩F| = 1).

3 Q is defined in [1], where its defining vertex-sets are proved to form a chain if
T = {s, t}; in [4] Q is proved to form a laminar family for general T . These properties
are not needed any more.
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Lemma: Let Q ∈ Q. Then

(lower bound) 1�xQ = xQ(Q) ≥ 2− x∗(Q),

(upper bound)
∑

Q∈Q
xQ ≤ p∗.

Proof. If Q is an arbitrary cut of G (not necessarily in Q), x∗(Q) = E[|F ∩Q|] ≥
Pr(|Q∩F| = 1)+2Pr(|Q∩F| ≥ 2) = 2−Pr(|Q∩F| = 1), and by the preliminary
identity this is equal to 2− xQ(Q) proving the lower bound for xQ(Q).

To see the upper bound let us check

∑

Q∈Q
Pr(Q ∩ F = {e}) ≤ Pr(e ∈ F(s, t)).

Indeed, since Q is an {s, t}-cut, it has a common edge with every {s, t}-path, so
the event Q ∩F = {e} implies e ∈ F(s, t); moreover, if Q1, Q2 ∈ Q are distinct,
then the events Q1 ∩ F = {e} and Q2 ∩ F = {e} mutually exclude one another,
since for F = F the set of edges joining the two components of F \{e} cannot be
equal both to Q1 and to Q2. So the left hand side is the probability of the union
of disjoint events all of which imply the event on the right hand side, proving
the inequality.

Finally, recall Pr(e ∈ F(s, t)) = p∗(e), finishing the proof. �
Theorem 3. E[τ(G, TF	{s, t}, c)] ≤ 3

5c
�x∗.

Proof. We have two upper bounds for τ(G, TF	{s, t}, c) (F ∈ F) (Fig. 1). The
first is c(F \F (s, t)), which is an upper bound because F \F (s, t) is a TF	{s, t}-
join. The second upper bound will follow as an application of the last inequality
of Theorem 2 to a vector zF , whose feasibility for P (G, {s, t}) follows from the
lower bound of the Lemma, while the length expectation E[zF ] can be bounded
from above by the upper bound of the Lemma. In Case 1 the first bound is small
in average, and when it is too large, the second bound is turning out to be small
in average (Case 2).

Case 1: c�q∗ ≤ 3/5 c�x∗. Then we are done, since

E[τ(G, TF	{s, t}, c)] ≤ E[c(F \ F(s, t))] = c�q∗ ≤ 3/5 c�x∗.

Case 2: c�q∗ ≥ 3/5 c�x∗. Then by Fact 2, c�p∗ ≤ 2/5 c�x∗.

In this case we construct for every F ∈ F a vector zF ∈ Q+(G, TF	{s, t})
(Claim). Then the last inequality of Theorem 2 establishes τ(G, TF	{s, t}, c)] ≤
c�zF , and therefore E[τ(G, TF	{s, t}, c)] ≤ E[c�zF ].

Since cT zF will be bounded in terms of c�p∗, itself bounded from above by
2
5c

�x∗ in our Case 2, E[c�zF ] ≤ 3
5c

�x∗ will follow, establishing the theorem.
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Claim: zF :=
4

9
x∗+

1

9

(
χF+

∑

Q∈Q,|Q∩F |≥2

xQ

Pr(|Q ∩ F| ≥ 2)

)
∈ Q+(G, TF	{s, t}).

Indeed, we check that the inequalities defining Q+(G, TF	{s, t}) (see Theo-
rem 2) are all satisfied by zF . Let C be a TF	{s, t}-cut.
First, if C /∈ Q, then regardless of whether it is a TF	{s, t}-cut or not,

zF (C) ≥ 2
4

9
+

1

9
= 1,

because then x∗(C) ≥ 2, and by the connectivity of F , χF (C) ≥ 1.

Second, if C ∈ Q and it is a TF	{s, t}-cut, denoting z := xC(C):

zF (C) ≥ 4

9
(2 − z) +

1

9
(2 +

z

1− z
) ≥ 1,

because after evaluating zF at C, the first term is 4
9x

∗(C), and then we apply
the lower bound of the Lemma. For the second term (first term of the second
parenthesis), by the connectivity of F , this time χF (C) ≥ 2, since |F ∩ C| = 1
would imply that C is a TF -cut, which is impossible, since it is an {s, t}-cut. (A
TF -cut which is a {s, t}-cut is not a TF	{s, t}-cut.) Last (for the first inequality),
since C ∈ Q, the expression

xC

Pr(|C ∩ F| ≥ 2)

is among the terms of the definition of zF , and leaving only this term of the last∑
of this definition and recalling z := xC(C) = Pr(|C ∩ F| = 1), the checking

of the first inequality is finished.
The second inequality ≥ 1 follows now from 0 < z < 1 and that in this interval

the unique minimum of the function in variable z to bound is at z = 1/2, when
its value is 1, finishing the proof of the claim.

Now by the Claim the last inequality of Theorem 2 can be applied to zF :

E[τ(G, TF	{s, t}, c)] ≤ E[c�zF ] ≤ 4

9
c�x∗ +

1

9
c�x∗+

+
1

9

∑

F∈F+

λF

∑

Q∈Q,|Q∩F |≥2

c�xQ

Pr(|Q ∩ F| ≥ 2)
.

Exchanging the summation signs in this double-sum:

∑

F∈F+

λF

∑

Q∈Q,|Q∩F |≥2

c�xQ

Pr(|Q ∩ F| ≥ 2)
=

∑

Q∈Q
Pr(|Q ∩ F| ≥ 2)

c�xQ

Pr(|Q ∩ F| ≥ 2)
,

and now applying the upper bound of the Lemma and then the bound of our
Case 2, we get that this expression is equal to:

c�
∑

Q∈Q
xQ ≤ c�p∗ ≤ 2

5
c�x∗.
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2 k-1 1 

t 
1 

1/2 

0 TF  T 

F 

G 

... 

Fig. 2. The approximation guarantee cannot be improved below 3/2 with BOM. This
example is essentially the same as the more complicated one in [22, Fig. 3] providing
the same lower bound for a more powerful algorithm in the cardinality case. |V | =
2k,OPT(G,T,�) = c�x∗ = 2k − 1 (left). BOM output (right): 3k − 2 if F+ consists of
the thick (red) tree and its central symmetric image. There are more potential spanning
trees for F+, but τ (G,TF�T,1) ≥ k− 2 for each, so c(F + JF ) ≥ 3k− 3 for each, and
with any TF�T -join JF .

So we finally got that

E[τ(G, TF	{s, t}, c)] ≤ 4

9
c�x∗ +

1

9
c�x∗ +

1

9

2

5
c�x∗ =

3

5
c�x∗. �

In Fig. 2 the optimum and the LP optimum are the same, but the BOM algorithm
cannot decrease the approximation guarantee below 3/2.

Some of the questions that arise may be more hopefully tractable than the
famous questions of the field:
Can the guarantee of BOM be improved for this problem or for other variants
of the TSP ?

Namely are the results of [22] 3/2-approximating minimum size T -tours or 7/5-
approximating tours be obtained by BOM ?

Could the new methods of analysis that have appeared in the last two years make
the so far rigid bound of 3/2 move down at least for shortest 2-edge-connected
multigraphs ?
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